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Learning from Constraints

• Train a neural probabilistic classifier with gradient descent

• No direct supervision is available

• Given some constraints restricting the allowed outputs

How should we learn from constraints?



Examples of Constraints – Human Labelling Error

Constraint: True label is one of {horse, mule, donkey}.



Examples of Constraints – Distant Supervision

Constraint: The sum of the three digits is 20.



Illustrative Example

• Single input x

• 10 possible outputs: {A,B,C ,D,E ,F ,G ,H, I , J}
• Unknown true output ytrue
• Constraint specifies three acceptable outputs y = {A,B,C}
• Many ways to perfectly satisfy the constraint: any distribution
that assigns all probability to the allowed outputs



Train to Avoid Constraint Violation

• Maximize the likelihood of the supervision

• Probability of the constraint being true: Pacc =
∑

i yipi (x)

• Minimize the Negative Log Likelihood (NLL) loss:
L(p(x), y) = − logPacc

• Equivalent to minimizing the KL divergence between two
Bernoulli distributions: pm = (Pacc, 1− Pacc), pr = (1, 0)

KL(pr ||pm) =
∑
x∈χ

pr (x) log
pr (x)

pm(x)

=1
1

logPacc
+ 0

0

log(1− Pacc)

=− logPacc



Minimizing the NLL Loss: the Winner Takes All
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• Initially most probable output gets all the probability mass

• The constraint is fully satisfied

• But we may have selected the wrong output!

• NLL-loss leads to overconfidence and biased selection

• Can hinder interactions with other training signal



Avoiding Winner-take-all: Preserving Probability Ratios
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• Drive towards deterministic distribution is a widespread bias

• The winner depends on initial network configuations

Probability Ratio Preserving (PRP) property: gradient update
on sample (x, y) should preserve the probability ratios among
outputs yi , yj ∈ Y



Avoiding Winner-take-all: Preserving Probability Ratios

• PRP property aims to preserve the model’s uncertainty with
respect to unspecified details

• Related to entropy regularization
• Both combat overconfidence
• Entropy regularization alters the target distribution: converges

to the same optimum
• PRP alters the update operation: convergence point depends

on the initial configuration, which can be altered by other
training signal



Libra-loss

Llibra(p(x), y) = −1

k

m∑
i=1

yi log(p(x)i )︸ ︷︷ ︸
Allowed term

+ log

(
1−

m∑
i=1

yip(x)i

)
︸ ︷︷ ︸

Disallowed term

1. PRP property holds for Libra-loss if the model is small
(softmax regression)

2. adding more layers makes the property just an approximation

3. Applying a continuously differentiable h : R → R function on
Libra-loss preserves the PRP property

4. Any loss function with the PRP property can be constructed
from Libra-loss via a suitable h function

Zombori, Z., Rissaki, A., Szabó, K., Gatterbauer, W., and Benedikt, M. Towards unbiased exploration in partial

label learning. Journal of Machine Learning Research, 2024.



Libra-loss vs NLL-loss vs Entropy Regularization

LNLL(p(x), y) = − logPacc

Llibra(p(x), y) = −1

k

m∑
i=1

yi log(p(x)i ) + log

(
1− Pacc

)
= −

∑
{i |yi=1}

1

k
log(p(x)i ) + log

(
1− Pacc

)

= H (Uy, p(x)) + log

(
1− Pacc

)
• Uy is the uniform distribution over the k allowed outputs

• H(Uy, p(x)) is the cross entropy of p(x) relative to Uy

• First term maximizes the entropy among accessible outputs

• Second term is similar to the NLL loss



Libra Yields Exact PRP with Shallow Network
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Ratios are preserved exactly only
when the network has a single layer!



Approximate PRP with Deep Networks
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(a) 1 layer network. Left: NLL-loss, Right: Libra-loss
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(b) 10 layer network. Left: NLL-loss, Right: Libra-loss


maybe remind visually about the faster convergence by adding something like "iteration 50"



Interaction among Training Samples

Leonardo Galileo Leonardo Darwin

Init Prob 0.1 0.2 0.2 0.4

Winner-take-all: training on single images yields wrong prediction
Winner-take-all: training on both images can yield any prediction



Libra Loss makes Interaction Smooth

Direct update
Implicit change

Leonardo Galileo Leonardo Darwin

Init Prob 0.1 0.2 0.2 0.4

0.15 0.3 0.25 0.35
0.2 0.28 0.3 0.42
0.25 0.35 0.35 0.4
0.3 0.33 0.4 0.46
0.35 0.39 0.45 0.44
0.4 0.36 0.5 0.49
...

...
...

...
1.0 0.0 1.0 0.0



Conclusion

• Constraints restrict the range of options

• Learning to avoid disallowed configurations often introduces
unwanted bias

• Highly dependent on the model and the learning method

• The introduced bias can hinder optimisation

• Removing bias can greatly increase model performance
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