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Pre-class conversations

e Last class recapitulation
e Organizational matters: Does every one get Piazza messages?
e First scribe on Piazza. Awesome! | will look over the weekend

« Office hours: Usually right after class, or via email / Teams. Also feel

free talk to me regularly during break/ after class about project
ideas, or papers/research directions to include towards the end

e New class arrivals

e Today:
— The basics of probability theory

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Basics of
orobability theory

Following slides are built upon examples by Jay Aslam from earlier editions of this class. For a more extensive
cover of the basics, | recommend "Bertsekas, Tsitsiklis. Introduction to Probability, 2008." It's a solid textbook on
probability theory and | regularly find myself going back to this book to look up basic concepts. Working by
yourself through chapter 1 on "Sample Space and Probability" is a good investment of your time.

https://northeastern-datalab.github.io/cs7840/
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Sample space / outcomes / events / probability

PROBABILITY EXAMPLE 1:
* Arandom experiment roll a fair die with 6 sides
« Sample space (): set 0= f?
of all possible outcomes

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Sample space / outcomes / events / probability

}
PROBABILITY EXAMPLE 1: §) L ;’
* Arandom experiment roll a fair die with 6 sides
e Sample space (): set O =1{1273,4,5,6}
of all possible outcomes
* An outcome w € () of the exp. ?

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Sample space / outcomes / events / probability

PROBABILITY EXAMPLE 1: §)
* Arandom experiment roll a fair die with 6 sides
e Sample space Q: set O =1{1273,4,5,6} W
of all possible outcomes Say the outcome is a 1
* An outcome w € () of the exp.
* Event E: a subset of the ?
sample space E € () :

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/



https://northeastern-datalab.github.io/cs7840/

Sample space / outcomes / events / probability

PROBABILITY EXAMPLE 1: §)
* Arandom experiment roll a fair die with 6 sides
e Sample space (): set O =1{1273,4,5,6} W
of all possible outcomes Say the outcome is a 1
* An outcome w € () of the exp. _
* Event E: a subset of the E,=">3" ?

sample space E € ()

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Sample space / outcomes / events / probability

PROBABILITY EXAMPLE 1:

* Arandom experiment roll a fair die with 6 sides
O =1{1273,4,5,6}
Say the outcomeisa l

bset of th = ={2,4, 6}
 Event E: a subset of the _onsqn
sample space E € () E> =3 {3,4,5, 6}

* Probability measure:

?

* Sample space (): set
of all possible outcomes

* An outcome w € () of the exp.

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Sample space / outcomes / events / probability

PROBABILITY EXAMPLE 1:

* Arandom experiment roll a fair die with 6 sides
O =1{1273,4,5,6}
Say the outcomeisa l

bset of th = ={2,4, 6}
 Event E: a subset of the _onsqn
sample space E € () E> =3 {3,4,5, 6}

* Probability measure:

PrO=—01]
?

* Sample space (): set
of all possible outcomes

* An outcome w € () of the exp.

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Sample space / outcomes / events / probability

PROBABILITY EXAMPLE 1: () o' E:
* Arandom experiment roll a fair die with 6 sides \
e Sample space (): set O =1{1273,4,5,6} W
of all possible outcomes Say the outcome is a 1 1
* An outcome w € () of the exp. F, = "even' = {2, 4, 6) B
Sliiv—renr:f;clg.sSascuebl%etQO;lthe Fo=125 =3456] 1 E,

- " :
robability measure EXAMPLE 2:

P: % — [0, 1]

The set X of all events E € X is a g-algebra, basically the same as the ‘ ‘ Y
power set 2, except for some pathological non-measurable sets like the .

Vitali-Set (https://www.youtube.com/watch?v=hs3eDa3 DzU). See also: | _ | ! - .
https://en. wikipedia.org/wiki/%CE%A3-algebra 02={1,2,3} O W V% 34 1

Source of figure to the right: https://en.wikipedia.org/wiki/Probability _measure
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 10
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Sample space / outcomes / events / probability

PROBABILITY EXAMPLE 1:

roll a fair die with 6 sides
O =1{1273,4,5,6}

Say the outcomeisa l

* A random experiment

* Sample space (): set
of all possible outcomes

* An outcome w € () of the exp.

= = {2, 4, 6}
* Event E: a subset of the _ _
sample space E € () 13, 4,5, 6}
. Pr.obablllty measure: EYAMPLE -
P:Y — [O, 1] alsoz: P{w}) =1 >

WEL)
1) Nonnegativity: P(E)/ > 0,VE € X
2) Normalization: P(Q) =1

3) Additivity: if E; and E, are disjoint events,
then ]P)(El UE2 — ]P(El) + P(Ez), ‘

The set X of all events E € X is a 0-algebra, basically the same as the
power set 2%, except for some pathological non-measurable sets like the

\

Vitali-Set (https://www.youtube.com/watch?v=hs3eDa3 DzU). See also: | 1
https://en.wikipedia.org/wiki/%CE%A3-algebra 2={1,2,3} 0O W
Source of figure to the right: https://en.wikipedia.org/wiki/Probability _measure
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Sample space / outcomes / events / probability

PROBABILITY EXAMPLE 1: §) L ;
* Arandom experiment roll a fair die with 6 sides
e Sample space (): set O =1{1273,4,5,6} W
of all possible outcomes Say the outcome is a 1 1
* An outcome w € () of the exp. _ — (2,4, 6) 5
Eav_renr;clg.ssascuebgetgogthe Fo= 25 =134,56] E,

* Probability measure: short for P({w})

P:Y — [0’ 1] aIsoZ: PH{w} =1 . If P((D) _

wEe

ﬁ,‘v’w € Q,then P(E) = ?

1) Nonnegativity: P(E)/ > 0,VE € X
2) Normalization: P(Q) =1

3) Additivity: if E; and E, are disjoint events,
then ]P)(El UE2 — ]P(El) + P(Ez),

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 12
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Sample space / outcomes / events / probability

()
PROBABILITY EXAMPLE 1: ) o' ‘
* Arandom experiment roll a fair die with 6 sides
e Sample space Q: set O =1{1273,4,5,6} W
of all possible outgclorr]:e.:] Say the outcome is a 1 1
An outcome w € () of the exp. _ — (2,4, 6) 5
* Event E': a subset of the — nsQn
sample space E € () Bz =723 34,5, 6} E,
* Probability measure: short for P({})
: alsoz: P({w}) =1 1 . |E|
P:X - [0,1] ya e If P(w) = E,Vw € (), then P(E) = al
1) Nonnegativity: P(E)/= 0,VE € X _ _ _1
2) Normalization: P(Q)) = 1 P(l) o [P)(Z) o o IP)(6) 6
3) Additivity: if E; and E, are disjoint events, .
then P(E, UE,) = P(E,) + P(E,), P(L;) = ?
P(L,) = -

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 13
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Sample space / outcomes / events / probability

PROBABILITY EXAMPLE 1:
* Arandom experiment roll a fair die with 6 sides
e Sample space Q: set O =1{1273,4,5,6}
of all possible outcomes Say the outcome is a 1
* An outcome w € () of the exp. _ — (2,4, 6)
* Event E: a subset of the _ _ {3' 4' 5, 6)
sample space E € () SR
* Probability measure: short for P({w})
P:% — [0,1] a|soa;n>>({w})= ' e IfP(w) = ﬁ Yw € Q, then IP(E) =
1) Nonnegativity: P(E)/= 0,VE € X _ . _ _1
2) Normalization: P(Q)) = 1 P(l) o [P)(Z) - IP)(6) o
Yihen P UE) — PED + B, P(E) = P@)+ P+ P<6> 2=
P(E,) =5 =3

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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PROBABILITY EXAMPLE 3:

* Arandom experiment roll two fair dice with 6 sides

* Sample space (): set 0=
of all possible outcomes ?

* An outcome w € () of the exp. Q| =

* Event E: a subset of the
sample space E € ()

* Probability measure:
P:X - [0,1]

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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PROBABILITY EXAMPLE 3: W o 8
* Arandom experiment roll two fair dice with 6 sides
* Sample space (): set 0=1{1,234,56}x1{1,2,3,4,5,6}
of all possible outcomes = {(1,1),(1,2), (1,3) ... (1,6), (2,1), (2,2), ... (6,6))
* An outcome w € () of the exp. _
Q0] = 36 second die
* Event E: a subset of the 1 2 3 4 5 6
sample space E € () ;
* Probability measure: first die ;
P:X - [0,1] 5
6

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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« il
PROBABILITY EXAMPLE 3: '
* Arandom experiment roll two fair dice with 6 sides
« Sample space (): set 0=1{1,234,56}x1{1,2,3,4,5,6}
of all pOSSIble outcomes — {(1’1)’ (1,2)’ (1,3) (1,6), (2,1), (2’2)’ (6,6)}
* An outcome w € () of the exp. _
Q0] = 36 second die
* Event E: a subset of the 1 2 3 4 5 6
1 (1,1)(1,2)[(1,2)/(1,4)(1,5)|(1,6)
Sample >Pace EcQ 2 1(2,1)(2,2)(2,3)(2,4)/(2,5)/(2,6)
° il . : ‘'~ 3 (3,1)1(3,2)((3,3)(3,4)[(3,9)((3,6)
IPP)r.oZbablIl(’;ylmeasure. first die alaslia sl
X - [0,1] 5 (1515253545559
6 (6.1)(6.2)((6.3)1(6.4)(6.5)(6.6)

?

P(F) = :

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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PROBABILITY EXAMPLE 3: 1
* Arandom experiment roll two fair dice with 6 sides
« Sample space (): set 0=1{1,234,56}x1{1,2,3,4,5,6}
of all possible outcomes = {(1,1),(1,2), (1,3) ... (1,6), (2,1), (2,2), ... (6,6))
* An outcome w € () of the exp. _
Q0] = 36 second die
* Event E: a subset of the 1 2 3 4 5 6
1 ((1,1)(1,2)/(1,2)/(1,4) (1,5)(1,6)
Sample >pace E s 'Q 2 12,1)1(2,2)(2,3)/(2,4)/(2,9)/(2,6)
° il . : a3 ((3,1)(3,2)((3,3)1(3,4)(3,9)/(3,6)
IPP)r.oZbablIl(’gylmeasure. first die e e
X - [0,1] 5 |15.1)621(5.3)(54) (5.5 (59
6 |(6.1)(6.2)(6.3)(6.4)(6,5)(6.6)

= {(1,6),(2,5),(3,4),(4,3),(5,2),(6,1)}

=6
|E«]l 6 _ 1
P( )_|Q| 36 6

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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PROBABILITY EXAMPLE 3: KR A
* Arandom experiment roll two fair dice with 6 sides
« Sample space (): set 0=1{1,234,56}x1{1,2,3,4,5,6}
of all pOSSIble outcomes — {(1’1)’ (1,2)’ (1,3) (1,6), (2,1), (2’2)’ (6,6)}
* An outcome w € () of the exp. _
Q0] = 36 second die
* Event E: a subset of the 1 2 3 4 5 6
1 (1,1)(1,2)[(1,2)/(1,4)(1,5)|(1,6)
Sample >Pace EcQ 2 1(2,1)(2,2)(2,3)(2,4)/(2,5)/(2,6)
* Probability measure: first die Ej];gggjgimggigg;
P:X — [0,1] 5 |(5,1)15.2)(5,3)/(5.4)(5.5)/5.6)
6 (6.1)/(6.2)1(6.3)(6.4)/(6.5)(6.6)
E, = "total is greater than 8"
|E| = ?
]P E |E2|
() = .

12

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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PROBABILITY EXAMPLE 3: 1
* Arandom experiment roll two fair dice with 6 sides
« Sample space (): set 0=1{1,234,56}x1{1,2,3,4,5,6}
of all pOSSIble outcomes — {(1’1)’ (1,2)’ (1,3) (1,6), (2,1), (2’2)’ (6,6)}
* An outcome w € () of the exp. _
Q0] = 36 second die
* Event E: a subset of the 1 2 3 4 5 6
1 (1,1)(1,2)[(1,2)/(1,4)(1,5)|(1,6)
Sample >Pace E S Q 2 1(2,1)(2,2)(2,3)(2,4)/(2,5)/(2,6)
° il . : ‘a3 ((3,1)1(3,2)1(3,3)1(3,4)((3,9)[(3,6)
IPP)r.oZbablIl(';ylmeasure. first die alaslia sl
X - [0,1] 5 (1515253545559
6 [(6.1)16.2(6.3)(6.4)(6,5)(6.6)

E, = "total is greater than 8"
"totalis9 or 10 or 11 or 12"

|E>| =

|E2|
1|

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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PROBABILITY EXAMPLE 3: RIS N
* Arandom experiment roll two fair dice with 6 sides
« Sample space (): set 0=1{1,234,56}x1{1,2,3,4,5,6}
of all pOSSIble outcomes — {(1’1)’ (1’2)’ (1,3) (1,6), (2,1), (2’2)’ (6,6)}
* An outcome w € () of the exp. _
Q0] = 36 second die
* Event E: a subset of the 1 2 3 4 5 6
1 [(1,D[(1,2)[(1,2)I(1,4)l(1,5)[(1,6)
sample space E € () > Rl s
* Probability measure: first die 3 [BAUS2USI)G,
4 ((4,1)[(4,2)[(4,3)
P:X - [0,1] 5 |(5.1)5.2)[5.3
6 |(6,1)(6,2)

E, = "total is greater than 8"
"totalis9 or 10 or 11 or 12"

!
|E>| = 4

|E2|
1|

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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PROBABILITY EXAMPLE 3: o W B
* Arandom experiment roll two fair dice with 6 sides
« Sample space (): set 0=1{1,234,56}x1{1,2,3,4,5,6}
Of a” pOSSIble outcomes — {(1’1)’ (1,2)’ (1,3) (1,6), (2,1), (2’2)’ (6,6)}
* An outcome w € () of the exp. _
|Q| = 36 second die
e Event E: a subset of the 1 2 3 4 5 6
1 1(1,D1(1,2)[(1,2)[(1,4)[(1,5)[(1,6)
Sample Space E g Q 2 (2,1D[(2,2)[(2,3)[(2,4)|(2,5)|(2,6)
* Probability measure: first die 3 [21G.2IBINBAIE.I)S6
4 1(4,1)](4,2)[(4,3)[(4,4)|(4,5
P:2 - [0, 1] 5 ((5,1(5,2)[(5,3)|(5.4 56
6 16,1)6,2)l(6,3)l(6,4)l(6,5)|(6,6

E, = "total is greater than 8"
"totalis9 or 10 or 11 or 12"

I
|E,| = 4 + 3

E
P(E,) = 2

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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PROBABILITY EXAMPLE 3: 1
* Arandom experiment roll two fair dice with 6 sides
« Sample space (): set 0=1{1,234,56}x1{1,2,3,4,5,6}
of all pOSSIble outcomes — {(1’1)’ (1,2)’ (1,3) (1,6), (2,1), (2’2)’ (6,6)}
* An outcome w € () of the exp. _
10| = 36 second die
 Event E: a subset of the 1 2 3 4 5 6
1 [(1,D[(1,2)[(1,2)I(1,4)l(1,5)[(1,6)
Sample >Pace E S Q 2 1(2,1)[(2,2)[(2,3)(2,4)(2,5)I(2,6)
* Probability measure: first die 3 [SNIC2ACINSANSIHEO)
4 ((4,1)[(4,2)[(4,3)|(4,4)l(4,5)|(4,6
P:x - [0,1] 5 (5,1)<5,2)(5,3)<54>W
6 1(6,1)((6,2)|(6.3)I(6.4)I(6,5)(6.6)

E, = "total is greater than 8"
"totalis9 or 10 or 11 or 12"

Lol
B, = 4 + 3 + 2

|E2|
1|

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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PROBABILITY EXAMPLE 3: 1

* Arandom experiment roll two fair dice with 6 sides

« Sample space (): set 0=1{1,234,56}x1{1,2,3,4,5,6}
of all pOSSIble outcomes — {(1’1)’ (1,2)’ (1,3) (1,6), (2,1), (2’2)’ (6,6)}

* An outcome w € () of the exp. _

Q0] = 36 second die
 Event E: a subset of the 1 2 3 4 5 6
1 [(1,D[(1,2)[(1,2)I(1,4)l(1,5)[(1,6)
Sample >pace E s Q 2 1(2,1)[(2,2)[(2,3)(2,4)(2,5)I(2,6)

N il . : ‘a3 (3,1103,2)1(3,3)[(3,4)[(3,5)(3,6)
Pr.obablllty measure: first die sl
P:X — [0,1] 5 ((5,1)](5.2)[(5,3)[(6.4)(5,5)((5,6

6 [6.1)[6.2)[6.3)[(6.4) (6,5)H

E, = "total is greater than 8"
"totalis9 or 10 or 11 or 12"

ool
E,| = 4+3 +2 + 1

|E2|
1|

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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PROBABILITY EXAMPLE 3: 1
* Arandom experiment roll two fair dice with 6 sides
« Sample space (): set 0=1{1,234,56}x1{1,2,3,4,5,6}
of all possible outcomes ={(1,1),(1,2),(1,3) ...(1,6), (2,1),(2,2), ... (6,6)}
* An outcome w € () of the exp. _
Q0] = 36 second die
* Event E: a subset of the 1 2 3 4 5 6
1 [(1,D[(1,2)[(1,2)I(1,4)l(1,5)[(1,6)
Sample >Pace EcQ 2 1(2,1)[(2,2)[(2,3)(2,4)(2,5)I(2,6)
N il . : ‘'~ 3 (3,1)](3,2)(3,3)](3,4)((3,9)[(3,6)
IPP)r.oZbablIl(';ylmeasure. first die TR EIE
X - [0,1] 5 [15.1]5.253)|54)5.5)5)
6 6.1)(6.2(6.3)l6.4)(6.5)(6.6)
E, = "total is greater than 8" additivity of

"totalis9or 10 or 11 or 12" disjolut events

ool
B, = 443 +2+1=10

|[Ez2| _ 10 _ 5
P(£;) = Q] 36 18

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Conditional Probabilities
/ Independence
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Conditional probability

DEFINITION EXAMPLE 4

Conditional probability IP(A4|B) (FAIR 16-SIDEDXDIE):
is the probability that event A

occurred, given that event B

occurred

Q=1{12,..,16}

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 30
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Conditional probability

Q
DEFINITION EXAMPLE 4 N\, 1 23 56 7 10
s s (FAIR 16-SIDEDXDIE): — 11
Conditional probability IP(A4|B) 13 16
is the probability that event A
occurred, given that event B
occurred
Q={1,2.,16 “ b
A = "divisible by 4" = {4,8, 12, 16}

B = "center numbers" = {8, 9}

P(A|B) = ?

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 31
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Conditional probability 0

DEFINITION EXAMPLE 4 \|1 2356710 »

Conditional probability IP(A4|B) (FAIR 16-SIDEDXDIE):
is the probability that event A

occurred, given that event B

occurred

Q={1,2.,16 “ b
A = "divisible by 4" ={4,8,12, 16}
B = "center numbers" = {8, 9}

P(A|B) = %

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 32
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Conditional probability 0

DEFINITION EXAMPLE 4 \|1 2356710 »

Conditional probability IP(A4|B) (FAIR 16-SIDEDXDIE):
is the probability that event A

occurred, given that event B

occurred

Q={1,2.,16 “ b
A = "divisible by 4" ={4,8,12, 16}
B = "center numbers" = {8, 9}

P(A|B) =

P(B)

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 33
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Conditional probability 0

DEFINITION EXAMPLE 4 \|1 2356710 »

Conditional probability IP(A4|B) (FAIR 16-SIDEDXDIE):
is the probability that event A

occurred, given that event B

occurred

Q={1,2.,16 “ b
A = "divisible by 4" ={4,8,12, 16}
B = "center numbers" = {8, 9}

P(A,B)
P(B)

P(A|B) =

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 34
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Conditional probability 0

DEFINITION EXAMPLE 4 \|1 2356710 »

Conditional probability IP(A4|B) (FAIR 16-SIDEDXDIE):
is the probability that event A

occurred, given that event B

occurred

Q={1,2.,16 “ b
A = "divisible by 4" ={4,8,12, 16}
B = "center numbers" = {8, 9}

P(A,B)
P(B)

P(A|B) =

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 35
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Conditional probability 0

DEFINITION EXAMPLE 4 \|1 2356710 »

Conditional probability IP(A4|B) (FAIR 16-SIDEDXDIE):
is the probability that event A
occurred, given that event B

occurred B
_~P(ANB) A=il2..,16]
P(A, B) = = {4,8,12, 16}
P(A|B) = P(B) B = "center numbers" = {8, 9}
‘g 1
P(4, ) — J 1
N Pen) = =3
| P(5) 2
16

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 36
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Independence

DEFINITION:

Two events are independent if
the probability that one occurred
is not affected by knowledge that
the other occurred.

P(A|B) = P(4) (if P(B) # 0)
P(B|A) = P(B) (if P(A) # 0)

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/

37


https://northeastern-datalab.github.io/cs7840/

Independence

DEFINITION:

Two events are independent if
the probability that one occurred
is not affected by knowledge that
the other occurred.

(if P(B) # 0)
(if P(A) # 0)

P(A|B) = P(A)
P(B|A) = P(B)

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/

* 4
EXAMPLE 1 (CONTINUED): §) L ::
roll a fair die with 6 sides \
the outcomeisa 1l W
Q={1,2,3,4,5,6) 1
= = {2, 4, 6} 2
B ="=3" ={3,4,5,6}
B
Are A and B independent ?
38



https://northeastern-datalab.github.io/cs7840/

Independence

DEFINITION: EXAMPLE 1 (CONTINUED):
Two events are independent if roll a fair die with 6 sides
the probabity that one occurted  the outcome s a1
the other occurred. 0=1{1,23,45,6}

= = {2, 4, 6}
P(A|B) = P(4) (ifP(B) # 0) = ={3,4,5, 6}

P(B|A) = P(B) (if P(4) # 0)
and B are iwdepewd@vﬁr'

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Independence

DEFINITION:

Two events are independent if
the probability that one occurred
is not affected by knowledge that
the other occurred.

P(A|B) = P(4) (if P(B) # 0)
P(B|A) = P(B) (if P(A) # 0)

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/

EXAMPLE 1 (CONTINUED):
roll a fair die with 6 sides
the outcomeisal
O =1{1273,4,5,6}
= = {2, 4, 6}
= ={3,4,5, 6}

and B are independent '

P(B) ==

P(4) =: 113 5
PUIR) =S5 =3 PW=3|2] 4 6

Think about a coordinate system:
X and \ are independent 20
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Independence

DEFINITION: CLAIM
Two events are independent if Two events A and B are independent if and only if
the probability that one occurred P(ANB) = P(A4) - P(B)

is not affected by knowledge that

the other occurred.
PrRoOOF (assuming P(4) # 0, P(B) # 0)

P(A|B) = P(4) (if P(B) # 0) f?
P(B|A) = P(B) (if P(A) # 0) -

Recall the definition of cond. prob.:

P(A, B)
P(B)

P(A|B) =

42

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Independence

DEFINITION: CLAIM
Two events are independent if Two events A and B are independent if and only if
the probability that one occurred P(ANB) = P(A4) - P(B)

is not affected by knowledge that

the other occurred.
PrRoOOF (assuming P(4) # 0, P(B) # 0)

P(A|B) =P(4) (ifP(B) # 0) (=) If P(A|B) = P(A):
P(B|A) = P(B) (if P(4) # 0) P,
(<) If P(ANB) = P(A) - P(B) :
Recall the definition of cond. prob.: ?
P(A|B) = P(4, B) -
P(B)

43

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/



https://northeastern-datalab.github.io/cs7840/

Independence

DEFINITION: CLAIM
Two events are independent if Two events A and B are independent if and only if
the probability that one occurred P(ANB) = P(A4) - P(B)

is not affected by knowledge that

the other occurred.
PrRoOOF (assuming P(4) # 0, P(B) # 0)

P(A|B) =P(A) (if P(B) # 0) (=) If P(A|B) = P(A):
P(B|A) = P(B) (if P(A) # 0) Then P(4,B) = P(A|B) - P(B) =P(4) - P(B)

(<) If P(4,B) = P(4) - P(B) :
M — ]P)(A)'M) — P(A)

Recall the definition of cond. prob.: — —
| P(A|B) POB) M
P(A|B) = P4, 5)
|B) = P(B) #0

44

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Commonly used as definition of independence because it is slightly more general:

| ﬂ d e p e n d e n Ce if one event has probability O thew the statement holds vacuously (while one
conditional probability is undefined). And if both are wot D, thew we just proved

DEFINITION: DEFINITION: That tobe edquivalent +o the earlier definitiow.
Two events are independent if Two events A and B are independent &
the probability that one occurred P(ANB) = P(4) - P(B)

is not affected by knowledge that

the other occurred.
PrRoOOF (assuming P(4) # 0, P(B) # 0)

P(A|B) = P(A) (if P(B) # 0) (=) If P(A|B) = P(A):
P(B|A) = P(B) (if P(4) # 0) Then P(4,B) = P(A|B) - P(B) = P(4) - P(B)

(<) If P(4,B) = P(4) - P(B) :

Recall the definition of cond. prob.: P(A|B) = @ — P(A/)("%eé) = P(4)
P(B P
P(4, B) /'

P(A|B) = PB) #0

45

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Independence

DEFINITION:

Two events 4 and B are
independent if

P(ANB) = P(A) - P(B)

o .‘ ': o “ ':
X 4 )
EXAMPLE 3 (CONTINUED): AN

roll two fair dice with 6 sides
0=1{1,234,56}x%x{1,2,3,4,5, 6}
A="15rollis 1"

B ="sumis 7"

Are A and B independent? ?

Example adapted from example 1.19 of [Bertsekas, Tsitsiklis. Introduction to probability, 2nd ed, 2008]

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Independence

DEFINITION: EXAMPLE 3 (CONTINUED):

Two events A and B are roll two fair dice with 6 sides

independent if 0=1{1,23,4506}x{1,2,3,4,5,6}
P(ANB) = P(4) - P(B) A ="1stroll is 1"

B = "sumis 7"

Are A and B independent?

P(A) = 7P

P(B)= 7

P(A,B)= "7

Example adapted from example 1.19 of [Bertsekas, Tsitsiklis. Introduction to probability, 2nd ed, 2008]
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Independence

DEFINITION:

Two events 4 and B are
independent if

P(ANB) = P(A) - P(B)

W A4
EXAMPLE 3 (CONTINUED): ‘ oW W
roll two fair dice with 6 sides
0=1{1,234,56}x%x{1,2,3,4,5, 6}
A ="15trollis 1"
B = "sumis 7"
Are A and B independent?
second die
P(A) = % (.20
2222 SHZ6)
P(B) = - first die ) | eslie s eaee)
6 5 |(501)(5,21(5,3)/(5.4)((6.5)(5.6)
P(A, B) = ? 1 6 (1(6-116.2).(6,3)\(6.4),(6.5)/(6.6)

Example adapted from example 1.19 of [Bertsekas, Tsitsiklis. Introduction to probability, 2nd ed, 2008]

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Independence S oo
3 " S "
DEFINITION: EXAMPLE 3 (CONTINUED): W oW
Two events 4 and B are roll two fair dice with 6 sides
independent if 0=1{1,23,4506}x{1,2,3,4,5,6}
P(ANB) = P(4) - P(B) PR
B ="sumis 7"
Are A and B independent?
second die
P(1) = & 2
— 1C1(1,11(1,2)[(1,2)|(1,4)|(1 ,
6 2 ey <
i : ,I3,2)873)1(3,443,5) (3,6
P(B) = - first die ; |, waiesmale s
6 SRR
1 , ; ; ; ;
P(A,B) = v 7

Yes: P(ANB) = P(A) - P(B)

Example adapted from example 1.19 of [Bertsekas, Tsitsiklis. Introduction to probability, 2nd ed, 2008]
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Chain rules

https://northeastern-datalab.github.io/cs7840/
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Chain Rule

DEFINITION:
P(A,B) =P(A) -P(B|A)

P(A4,B,C) = ?

Recall the definition of cond. prob.:

P(4, B)

P(A|B) = BB

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Chain Rule

DEFINITION:

P(4,B) =P(4) -P(B|A)

\ \ \ l \
P(A,B,C) = P(4,B) - P(C|4,B)
E E E

Just treat ANB as a wvew event E
P(4,B,C) = P(A) - P(B|A) - P(C|A, B)

Recall the definition of cond. prob.:

P(4, B)
P(B)

P(A|B) =

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/

ANB

52
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Bayes law

https://northeastern-datalab.github.io/cs7840/



https://northeastern-datalab.github.io/cs7840/

Bayes Law

DEFINITION

Conditional probability IP(A4|B)
is the probability that event A
occurred, given that event B

occurred (defined if P(B) # 0)

P(A, B)
P(A|B) = BB
P(A, B
P(B|A) = 11(3(,4))

P(4,B) = P(B|A) - P(4)

= P(A|B) - P(B)

BAYES LAW

P(A|B) =

P(B|A) - P(A)

P(B)

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Bayes Law

DEFINITION EXAMPLE 4:

Conditional probability IP(A4|B)
is the probability that event A
occurred, given that event B

occurred (defined if P(B) # 0)

Q=1{12,..,16}

P(A, B)
P(A|B) = BB
P(A, B
P(B|A) = HE(A))

P(4,B) = P(B|A) - P(4)

?

= P(A|B) - P(B)

BAYES LAW

P(A|B) =

P(B|A) - P(A)

P(B)

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Bayes Law

DEFINITION EXAMPLE 4:

Conditional probability IP(A4|B)
is the probability that event A

occurred, given that event B
occurred (defined if P(B) # 0)

Q=1{12,..,16}

P(A,B)
P(A|B) = PB)
P(4,5) BAYES LAW
P(B|A) = PA)
P(B|A) - P(A)
P(A|B) = P(B)
1 1 1
P(A,B) = P(B|A) - P(A) = 7 ==
= P(A|B) - P(B)=7 "% =

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Bayes Law ("Base rate fallacy problem")

EXAMPLE 5: Zika in Florida in 2016
* prevalence of Zika (Z) in Florida is 10 (1 in 100k)

e accuracy of blood test is 99%

blood test positive (B)

* A patient has a positive test. ? patient has Z [P(B

What is the chance they have Zika? . Zka(Z) » P(B

B B
7) = 0.99 |P(B|Z) = 0.01
7) = 0.01 |P(B|Z) = 0.99

Source: Jay Aslam's course notes from 2024: https://northeastern-datalab.github.io/cs7840/fa24/download/cs7840-L02-3-Probability Primer.pdf

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/

57


https://northeastern-datalab.github.io/cs7840/
https://northeastern-datalab.github.io/cs7840/fa24/download/cs7840-L02-3-Probability_Primer.pdf

Bayes Law ("Base rate fallacy problem")

EXAMPLE 5: Zika in Florida in 2016
* prevalence of Zika (Z) in Florida is 10 (1 in 100k) = base rate = P(Z)

* accuracy of blood test is 99% blood test positive (B) \f?[@sa@ Five
. - B B
* A patient has a positive test. ? patient has Z |P(B|Z) = 0.99 |P(B|Z) = 0.01

What is the chance they have Zika? o  zika(Z) 7 P(B|Z) = 0.01 |P(B

7) = 0.99

We don't want P(B|Z) = 0.99, but rather IP(Z|B) 13>|$@ positive

Source: Jay Aslam's course notes from 2024: https://northeastern-datalab.github.io/cs7840/fa24/download/cs7840-L02-3-Probability Primer.pdf
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Bayes Law ("Base rate fallacy problem")

EXAMPLE 5: Zika in Florida in 2016
e prevalence of Zika (Z) in Florida is 10 (1 in 100k) = base rate = P(Z)

* accuracy of blood test is 99% blood test positive (B)
B B
* A patient has a positive test. - _ D17 —
) , patienthas Z |IP(B|Z) = 0.99 |[P(B|Z) = 0.01
What is the chance they have Zika? Zka (Z) Z[p(B|Z) = 0.01 |P(B|Z) = 0.99

We don't want P(B|Z) = 0.99, but rather IP(Z|B)

P(B,Z)  P(B|Z) P(Z)

P(B) f?

P(Z|B) =

Source: Jay Aslam's course notes from 2024: https://northeastern-datalab.github.io/cs7840/fa24/download/cs7840-L02-3-Probability Primer.pdf
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/

59


https://northeastern-datalab.github.io/cs7840/
https://northeastern-datalab.github.io/cs7840/fa24/download/cs7840-L02-3-Probability_Primer.pdf

Bayes Law ("Base rate fallacy problem")

EXAMPLE 5: Zika in Florida in 2016

e prevalence of Zika (Z) in Florida is 10 (1 in 100k) = base rate = P(Z)
blood test positive (B)

e accuracy of blood test is 99%

B B
* A patient has a positive test. - _ D17 —
, , patienthas Z |IP(B|Z) = 0.99 |P(B|Z) = 0.01
What is the chance they have Zika? Zika ()  7|p(B|Z) = 0.01 |P(B|Z) = 0.99

We don't want P(B|Z) = 0.99, but rather IP(Z|B)

P(B,Z)  P(B|Z)-P(2)
P(B)  P(B,Z)+P(B,7Z)
?

total probability theorem P (B|Z) - P(Z)

Z B(an jz
BNZ

P(Z|B) =

Source: Jay Aslam's course notes from 2024: https://northeastern-datalab.github.io/cs7840/fa24/download/cs7840-L02-3-Probability Primer.pdf

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Bayes Law ("Base rate fallacy problem")

EXAMPLE 5: Zika in Florida in 2016
e prevalence of Zika (Z) in Florida is 10 (1 in 100k) = base rate = P(Z)

* accuracy of blood test is 99% blood test positive (B)
B B
* A patient has a positive test. - _ D17 —
) , patienthas Z |IP(B|Z) = 0.99 |[P(B|Z) = 0.01
What is the chance they have Zika? Zka (Z) Z[p(B|Z) = 0.01 |P(B|Z) = 0.99

We don't want P(B|Z) = 0.99, but rather IP(Z|B)

P(Z|B) = P(B,Z) P(B|Z) - P(Z) B 0.99 - 107>
P(B)  P(B,Z)+P(B,Z)  099-105+0.01-(1—1075)
-5 -5
total probability theorem  P(B|Z) - P(Z) ~ 10 ~ 10 —1073|=0.1%
~ ~ /7 107540.01 1072
g BNZ A P(B|Z) - P(Z) \
BﬂZ 10—2

Source: Jay Aslam's course notes from 2024: https://northeastern-datalab.github.io/cs7840/fa24/download/cs7840-L02-3-Probability Primer.pdf
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Bayes Law ("Base rate fallacy problem")

EXAMPLE 5: Zika in Florida in 2016
e prevalence of Zika (Z) in Florida is 10 (1 in 100k) = base rate = P(Z)

* accuracy of blood test is 99% blood test positive (B)
B B
* Assume 10M people in FL. tient has 7
Complete the numbers! ? E?k;e?Z)aSZ‘ - ? i ?
P(Z|B)

Source: Jay Aslam's course notes from 2024: https://northeastern-datalab.github.io/cs7840/fa24/download/cs7840-L02-3-Probability Primer.pdf
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/

~ 0.1%
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Bayes Law ("Base rate fallacy problem")

EXAMPLE 5: Zika in Florida in 2016
* prevalence of Zika (Z) in Florida is 10 (1 in 100k) = base rate = P(Z)

* accuracy of blood test is 99% blood test positive (B)
, B B
* Assume 10M people in IFL. patient has Z 100
Complete the numbers! Zika (Z) 7 9,999,900
P(Z|B) =~ 0.1%
Source: Jay Aslam's course notes from 2024: https://northeastern-datalab.github.io/cs7840/fa24/download/cs7840-L02-3-Probability Primer.pdf

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Bayes Law ("Base rate fallacy problem")

EXAMPLE 5: Zika in Florida in 2016
e prevalence of Zika (Z) in Florida is 10 (1 in 100k) = base rate = P(Z)

* accuracy of blood test is 99% blood test positive (B)
| B B
* Assume 10M people in FL. P(B|Z) = 99% patient has Z 1 100
Complete the numbers! P(B|Z) = 99% Zika(Z) 7 9,999,900

Source: Jay Aslam's course notes from 2024: https://northeastern-datalab.github.io/cs7840/fa24/download/cs7840-L02-3-Probability Primer.pdf
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/

P(Z|B) =~ 0.1%
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Bayes Law ("Base rate fallacy problem")
EXAMPLE 5: Zika in Florida in 2016

e prevalence of Zika (Z) in Florida is 10 (1 in 100k) = base rate = P(Z)

e accuracy of blood test is 99%

* Assume 10M people in FL.
Complete the numbers!

P(B|Z) = 99% patient has Z
P(B|Z) =99% Zka(Z) 7

blood test positive (B)

B

B

1 100

99,999

9,899,901 9,999,900

P(Z|B) =~ 0.1%

Source: Jay Aslam's course notes from 2024: https://northeastern-datalab.github.io/cs7840/fa24/download/cs7840-L02-3-Probability Primer.pdf

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Bayes Law ("Base rate fallacy problem")

EXAMPLE 5: Zika in Florida in 2016
e prevalence of Zika (Z) in Florida is 10 (1 in 100k) = base rate = P(Z)

e accuracy of blood test is 99%

* Assume 10M people in FL.
Complete the numbers!

P(B|Z) = 99% patient has Z
P(B|Z) =99% Zka(Z) 7

blood test positive (B)

B B

1

100,098

99,999 9,899,901
9,899,902

P(Z|B) ~ 0.1%
probability that:

a positive test s correct

Source: Jay Aslam's course notes from 2024: https://northeastern-datalab.github.io/cs7840/fa24/download/cs7840-L02-3-Probability Primer.pdf

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/

100
9,999,900
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Bayes Law ("Base rate fallacy problem")

EXAMPLE 5: Zika in Florida in 2016

 prevalence of Zika (Z) in Florida is 10 (1 in 100k) = base rate = P(Z)

e accuracy of blood test is 99%

* Assume 10M peoplein FL.| p(B|2) = 999 patient has Z
Complete the numbers! P(B|Z) = 99% Zika(Z) 7

P(B|Z)-P(Z) + P(B|Z) - P(Z) = 99%
probability that a ravdom
test s correct

-+

blood test positive (B)

B B

1

100,098

99,999 9,899,901
9,899,902

P(Z|B) ~ 0.1%
probability that:

a positive test s correct

Source: Jay Aslam's course notes from 2024: https://northeastern-datalab.github.io/cs7840/fa24/download/cs7840-L02-3-Probability Primer.pdf
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Bayes Law ("Base rate fallacy problem")

EXAMPLE 5: Zika in Florida in 2016

 prevalence of Zika (Z) in Florida is 10 (1 in 100k) = base rate = P(Z)
blood test positive (B)

e accuracy of blood test is 99%

* Assume 10M peoplein FL.| p(B|2) = 99% patient has Z
Complete the numbers! P(B|Z) = 99% Zika(Z) 7

P(B|Z)-P(Z) + P(B|Z) - P(Z) = 99%
probability that a ravdom
test s correct

-+

B
1
99,999 9,899,901
100,098 9,899,902

P(Z|B) = 0.1%
probability that:
a positive test s correct

AN

P(Z) =107

Source: Jay Aslam's course notes from 2024: https://northeastern-datalab.github.io/cs7840/fa24/download/cs7840-L02-3-Probability Primer.pdf
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Bayes Law ("Base rate fallacy problem")

EXAMPLE 5: Zika in Florida in 2016

 prevalence of Zika (Z) in Florida is 10 (1 in 100k) = base rate = P(Z)

e accuracy of blood test is 99%

* Assume 10M peoplein FL.| p(B|2) = 999 patient has Z
Complete the numbers! P(B|Z) = 99% Zika(Z) 7

P(B|Z)-P(Z) + P(B|Z) - P(Z) = 99%
probability that a ravdom
test s correct

-+

blood test positive (B)
B B

1
99,999 9,899,901
100,098 9,899,902

P(Z|B) = 0.1%
probability that:
a positive test s correct

P(B) =~ 102

N
Q\P(Z) —10°

Source: Jay Aslam's course notes from 2024: https://northeastern-datalab.github.io/cs7840/fa24/download/cs7840-L02-3-Probability Primer.pdf
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Bayes Law ("Base rate fallacy problem")

EXAMPLE 5: Zika in Florida in 2016

 prevalence of Zika (Z) in Florida is 10 (1 in 100k) = base rate = P(Z)

e accuracy of blood test is 99%

* Assume 10M peoplein FL.  p(B|z) = 99% npatient has Z
Complete the numbers P(B|Z) = 99% Zika(Z) 7

P(B|Z)-P(Z) + P(B|Z) - P(Z) = 99%
probability that a ravdom
test s correct

-+

blood test positive (B)
B B

1
99,999 9,899,901
100,098 9,899,902

P(Z|B) = 0.1%
probability that:
a positive test s correct

P(B) =~ 102

IS
J
SP(Z) = 10°

Source: Jay Aslam's course notes from 2024: https://northeastern-datalab.github.io/cs7840/fa24/download/cs7840-L02-3-Probability Primer.pdf
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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An unrelated (?) question:

Steve is very shy and withdrawn,
invariably helpful but with very
little interest in people or in the

world of reality. A meek and tidy
soul, he has a need for order and
structure, and a passion for detail.

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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An unrelated (?) question:

Steve is very shy and withdrawn,
invariably helpful but with very
little interest in people or in the
world of reality. A meek and tidy
soul, he has a need for order and
structure, and a passion for detail.

Farmer

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Bayes theorem illustrated by 3BluelBrown

Steve is very shy and withdrawn,
invariably helpful but with very
little interest in people or in the
world of reality. A meek and tidy
K ahneman soul, he has a need for order and

structure, and a passion for detail.
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Bayes theorem illustrated by 3BluelBrown

Source: 3BluelBrown: "Bayes theorem, the geometry of changing beliefs": https://www.3bluelbrown.com/lessons/bayes-theorem , https://www.youtube.com/watch?v=HZGCoVF3YvM
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Bayes theorem

Source: 3BluelBrown: "Bayes theorem, the geometry of changing beliefs": https:
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Bayes theorem illustrated by 3BluelBrown

Source: 3BluelBrown: "Bayes theorem, the geometry of changing beliefs": https://www.3bluelbrown.com/lessons/bayes-theorem , https://www.youtube.com/watch?v=HZGCoVF3YvM
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840
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Bayes theorem illustrated by 3BluelBrown

P (Librarian given description) = 7

Source: 3BluelBrown: "Bayes theorem, the geometry of changing beliefs": https://www.3bluelbrown.com/lessons/bayes-theorem , https://www.youtube.com/watch?v=HZGCoVF3YvM
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Bayes theorem illustrated by 3Bluel1Brown

Librarian given

All possibilities

All possibilities fitting the evidence the evidence

https://www.3bluelbrown.com/lessons/bayes-theorem , https://www.youtube.com/watch?v=HZGCoVF3YvM
https://northeastern-datalab.github.io/cs7840/
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Bayes theorem illustrated by 3BluelBrown

Bayes’ theorem

P(H|E) = P(H])D](Dé’)zm) ]
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Bayes theorem illustrated by 3BluelBrown

New evidence updates prior beliefs! Evidence does not exist in a vaccum

Steve is very shy and withdrawn,
invariably helpful but with very
little interest in people or in the

world of reality. A meek and tidy
soul, he has a need for order and
structure, and a passion for detail.

Source: 3BluelBrown: "Bayes theorem, the geometry of changing beliefs": https://www.3bluelbrown.com/lessons/bayes-theorem , https://www.youtube.com/watch?v=HZGCoVF3YvM
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Updated 9/18/2025

Part 1: Information Theory Basics
LO3: Basics of Probability (2/2)

[Random experiment, independence, conditional
probability, chain rule, Bayes' theorem, random

variables]

Wolfgang Gatterbauer
cs7840 Foundations and Applications of Information Theory (fa25)

https://northeastern-datalab.github.io/cs7840/fa25/
9/15/2025
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Pre-class conversations

e Last class recapitulation

« Suggestions on small class projects = "scribes" (e.g. parallelizing
compression)

e New class arrivals
e Questions

e Today:
— The basics of probability theory
— Start of information theory basics

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 100
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Random variable,
expectation

https://northeastern-datalab.github.io/cs7840/
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Random variable: pmf py (x)

(J
Random variable (RV) ExAMPLE 3 (CONT.): o 3:
X: Q- R .. : : y
roll two fair dice with 6 sides
IWO types: | Q=1{(1,1),(1,2),(13)..(1,6),(2,1),(2,2),...(6,6)}
. numerica 0 -

e.g. X (o) lottery win Let X be the sum of the rolls. 1 szec?(’)nci d|5e ]
. . i 1 {(1,1(1,2)[(1,2)|(1,4)/(1,5)[(1,6)
S L A oot § EREIEAEED
e.g. — ) : Irs , 9)|(3,
5 0 ifnot What is the pmf die 4 [4.1)](4.2)4.3)(4.4)5)46)
. . - 5 |(5,1)/(5,2)(5,3)(5.4)((5,5)(5.,6)
X is called a "random variable" (RV) 6 ((6,1)(6,2)((6,3).(6.4)((6.5),(6.6)

because it depends on the outcome
of a random experiment. But the
mapping X: 1 = R is deterministic.

The underlying probability measure
P:X¥ — [0, 1] induces a pmf py
(probability mass function) over the
range of the RV X: py: R — [0,1]

px(x) =P{X = x})
also written as p(x) = P(X = x)

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 102
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Random variable: pmf py (x)

(]
Random variable (RV) ExAMPLE 3 (CONT.): o ;3
£ 02 -=R roll two fair dice with 6 sides
-ll-WO type_s: | Q=1{(1,1),(1,2),(13)..(1,6),(2,1),(2,2),...(6,6)}
. humerica -
QO dd
e.g. X(w) lottery win Let X be the sum of the rolls. 1 529C§”4 '59 ]
- : 1 [(1,0[1,2](1,21(1,8](1,5)[(1,6)
S L A st LI
g. = . - irs , 5).(3,
s 0 ifnot What is the pmf die 4 (4.1)4.2](4.3)44)45)456)
. . - 5 |(5,1)[(5.2)[(5.3)|(5.4),(5.5)((5.6)
X is called a "random variable" (RV) 6 ((6,1)(6,2)((6,3).(6.4)((6.5),(6.6)
because it depends on the outcome X 1 2 3 4 5 6
of a random experiment. But the 1[2]3[4]5][6]7
mapping X: 1 = R is deterministic. : 213141516718
first 3|4]5]6[7[8]09
- die 4|56 |7[8]9]10
The underlying probability measure 506 [7[8]9]10]1
P:X — [0,1] induces a pmf py 617189101 ][12

(probability mass function) over the
range of the RV X: py: R — [0,1]

px(x) =P{X = x})
also written as p(x) = P(X = x)

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 103
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Random variable: pmf py (x)

Random variable (RV)
X: Q-R

Two types:
1. numerical

e.g. X(w) lottery win
2. indicator {1 i win

e.g- X(w) = 0 ifnot

X is called a "random variable" (RV)
because it depends on the outcome
of a random experiment. But the

mapping X: 1 = R is deterministic.

The underlying probability measure
P:X¥ — [0, 1] induces a pmf py
(probability mass function) over the
range of the RV X: py: R — [0,1]

px(x) =P{X = x})
also written as p(x) = P(X = x)

()
EXAMPLE 3 (CONT.): o ;:
roll two fair dice with 6 sides
() = {(1,1), (1,2), (1,3) ... (1,6),(2,1),(2,2), ... (6,6)}
Let X be the sum of the rolls. () 1 Szecg”a d|5e ]
Then X is a RV. 1 [0l 2l1.2)](1.4)(1.5)1.6)
? - 2 (2,1)(%2)(2,3) 2.4)(2,5)(2,6)
- irst 3 [3.13.2)3.3)3.4)(3,5)(3.6)
What is the pmf die  4/|6N|E.2)4.3)ll.4)4.5)4.6)
- (5,1(6.2)(5,3)(5,4)|(5.,5)|(5,6)
X((3,1)) =4 d |6.1)6.2)6,3)(6.4)l(6.5)(6.6)
e 1 |2 3’[4 5 6
172113475 67
_ 213 % |5|6|7]|8
first 3" {456 |7]8]9
die 4/[\51l6 89110
5% |7 ]/8]9]10]1
6| AllBVol10]11]12

0.16
pme.lz \
\J
0.08
0.04 I I I
0.00 | |

234567 89101112

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 104
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Random variable: expectation [k

ExAMPLE 3 (CONT.):

Random variable (RV)
X: Q-R

Expectation: a weighted average
(in proportion to the probabilities)
of the possible values of X

= ) X(w)-P{w})

wWE)

E[X] = ) x-px(0)

X

roll two fair dice with 6 sides

Q=1{(1,1),(01,2),(1,3)..(1,6),(2,1),(2,2), ...(6,6)}

Q second die
Let X be the sum of the rolls. L 53 4 5 6

1 [1.01.2](1.2](1.4)(1.5)(1,6)
? - 2 12,02.2)2.3)/2.4)2,5)2.6)
- irst 3 (3,103.2)(3.,3)(3.4)(3.5)(3.6)
What is E[X] die 4 [4.1)(4.2)(4.3)(4.4)(4.5)4.6)
- 5 ((5.1)((5,2)/(5,3)[(5.,4)|(5,5)|(5,6)
6 ((6,1)(6.2)[(6,3)(6,4)/(6,5)|(6.,6)
X 1 2 3 4 5 6
1[2T3[4]5[6]7
_ 2345678
first 34567 8]0
die 4|56 7]8]9]10
506|789 10]1
6|78 ]9l10]11]12
pmf .,

0.08
=11 h
0.00 . .

234567 89101112

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 105
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Random variable: expectation [k

ExAMPLE 3 (CONT.):

Random variable (RV)
X: Q-R

Expectation: a weighted average
(in proportion to the probabilities)
of the possible values of X

= ) X(w)-P{w})

wWE)

E[X] = ) x-px(0)

X

roll two fair dice with 6 sides

Q=1{(1,1),(01,2),(1,3)..(1,6),(2,1),(2,2), ...(6,6)}

Q second die
Let X be the sum of the rolls. L 53 4 5 6

1 {(1,1(1,2)[(1,2)|(1,4)/(1,5)[(1,6)
f' t 2 (2,1)(2,2)((2,3)/(2,4)(2,5)(2,6)
. Irst 3 |(3,1)((3,2)/(3,3)(3,4)(3,5)|(3,6)
What is E[X]? die 4 [(4.1)]4,2)(4.3)(4.4)45)(4,6)
5 ((5,1)/(5,2)((5,3)(5,4)|(5,5)|(5,6)
Variant 1: 6 ((6,1)(6,2)(6,3)(6,4)|(6,5)|(6,6)
X 1 2 3 4 5 6
E[X] = YpeaX (@) - P{w}) 1 AR AERR
first 3[4[5[6[7]8]09
P, die 4[5[6|7[8]9][10
. 516|789 10N
6|7 1|89 [1011]12
pmf .,

0.08
=11 h
0.00 . .

234567 89101112

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 106
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Random variable: expectation [k

ExAMPLE 3 (CONT.):

Random variable (RV)
X: Q-R

Expectation: a weighted average
(in proportion to the probabilities)
of the possible values of X

= ) X(w)-P{w})

wWE)

E[X] = ) x-px(0)

X

roll two fair dice with 6 sides

Q=1{(1,1),(01,2),(1,3)..(1,6),(2,1),(2,2), ...(6,6)}

Q second die
Let X be the sum of the rolls. L 53 4 5 6

1 {(1,1(1,2)[(1,2)|(1,4)/(1,5)[(1,6)
f' t 2 (2,1)(2,2)((2,3)/(2,4)(2,5)(2,6)
: Irst 3 |(3,1)((3,2)/(3,3)(3,4)(3,5)|(3,6)
What is E[X]? die 4 |(4.1)(42)(4.3)4.4)45)46)
5 ((5,1)/(5,2)((5,3)(5,4)|(5,5)|(5,6)
Varlant 1 6 ((6,1)(6,2)(6,3)(6,4)|(6,5)|(6,6)
X 1 2 3 4 5 6
36

B0H] = T e P ERTERL
Irst 314|567 /]8]9
=£'Za)eﬂx(a)) die 451678910
1 516|789 1011
=£-("Sumoftab]e") 61718 ]91[10]11]12

=7 pmf .,

0.08
=11 h
0.00 . .

234567 89101112

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 107
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Random variable: expectation [

'
Random variable (RV) EXAMPLE 3 (CONT.): o ;:
SEUE. roll two fair dice with 6 sides
(Expectation: a weighted average ) Q=1{(1,1),(01,2),(13)..(1,6),(2,1),(2,2), ...(6,6)}
in proportion to the probabilities :
1 [ ],210,210,4)](,5)(1,6)
- 2 2,1)2,2/2,3)(2.4)(2,5)(2.,6)
: 3 irst 3 ((3,1)(3.2)((3.3)((3.4)[(3.5)[(3.6)
= z X(w) - P({w}) What is ELX]: die 4 [4.1]4.2)43)44)45)456)
WE S [(8.1)|(5,2)(5,3)[(5.4)|(5.,5)\(5,6)
Variant 2: 6 1(6.1)(6.2)/(6.3)\(6.4)(6.5)(6.6)
X 1 2 3 4 5 6
_ , _ 1[2]3]4]5][6]7
E[X] = zx-px(x) E[X] = 2xx - P(X = x) 2|34 ]5]6|7]8
- first 3{4[5[6[7[8]09
die 4[5/6[7[8[9]10
? 5|67 8]9]10]11
6| 7189 [10[11][12

pmf0.16

0.12

sz;‘llI III
2345678910111

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 108
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Random variable: expectation [

}
Random variable (RV) EXAMPLE 3 (CONT.): o ;:
£ Q=R roll two fair dice with 6 sides
(Exoectation: 2 weighted average ) Q= {(1,1),(1,2),(1,3) ...(1,6),(2,1),(2,2), ... (6,6)}
in proportion to the probabilities :
1 [(,0](1.2200,4)](1,5)](1,6)
- 2 2,12, 2)(23)*24)(25)(2,6)
: 9 irst 3 [3,1)(3.2)3,3)(3.4)(3,5)(3.6)
= Z X(w) - P({w}) What is ELX]: die 4/[4.nlk243)/{4)5)456)
i (5,1)1(6,2)/(5.3)|(5,2),(5.,5)|(5,6)
Variant 2: (6.1)1(6,2)/(6.3)/06.2).(6.5)((6.6)
e 1 |2 3 ’[4 5 6
_ , _ 12347567
E[X] =zx-px(x) E[X] = 2xx - P(X = x) 2[3|% 56|78
X=2 py(2)=— first 3" 4]jp[§[7[8]39
X X 36 d|e4\€6/8910
2 5 7 /8 9 [10] 11
X=3 px(3) = 6 [ Al /o 101112
: T _ 1 pmf0.16
X=12 px(12) = \, III
E[X] =2 - —+3 —+.+12 £_7 > all I III-

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Random variable: expectation [k

ExAMPLE 3 (CONT.):

Random variable (RV)
X: Q-R

Expectation: a weighted average
(in proportion to the probabilities)
of the possible values of X

= ) X(w)-P{w})

wWE)

E[X] = ) x-px(0)

X

roll two fair dice with 6 sides

Q=1{(1,1),(01,2),(1,3)..(1,6),(2,1),(2,2), ...(6,6)}

Q second die
Let X be the sum of the rolls. L 53 4 5 6

1 [t 2l 210400 .5)1.6)
et 2 le 223242526
- irst 3 [3.13.23.3)(3.4)(3.5)(3.6)
What is E|X]? die 4 |41)/4.2)4.3)(44)5)46)
’R\/S ‘F()l" ‘l’V]@ ontcome O‘F ‘H’]@ 5 (5’1) (5 2) (5 3) (5 4) (5 5) (5’6)
Variant 3: first and secowd die rolls 6 16.1)(6.2)(6.3),(6.4)(6.5)(6.6)
s X 1 2 3 4 5 6
_ _ 1234567
E[X] = ElX; + X,] = ? 2|3 l4[5]6]7]8
first 3{4/5/6|7]8]9
die 4|5/6|7]8]9 10
5678 9]10] 1
67189 101112

pmf,.,

0.08
=11 h
0.00 . .

234567 89101112

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 110
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Random variable: expectation [

=3 °. p
Random variable (RV) ExAMPLE 3 (CONT.): o ;:
SEUE. roll two fair dice with 6 sides
(Expectation: a weighted average ) Q=1{(1,1),(01,2),(13)..(1,6),(2,1),(2,2), ...(6,6)}
in proportion to the probabilities :
1 [1,0[1,2](1,2](1.4)(1,5)](1,6)
- 2 [2,1)(2,22,3)2,4)(2,5)(2.,6)
: 3 irst 3 (3,1),3.213,3)((3.4)[(3.,5)(3.6)
— z X(w) - PEw)) What is E[X] die 4 E4,1;E42;§43;E44;§45;E4,6;
=Ty) RVs for the outcome of the S {01)0.2)(53)(54)(5.9)(5.6
© Variant 3: first and second die rolls 6 [61)(6.21(6.3)(6A)(60.5)(6.6)
o e 1 2 3 4 5 6
_ _ 1[2]3]4]5][6]7
B[] — zx () E[X] = E[X; + X,] = E[X] + E[X] RN
- first 34567809
: : : die 45|67 [8]9]10
linearit+y of expectation! s 6 T7 8 o 1011
6|7 1819/[10[11][12
E[X;] = E[X,] = 3.5 pmfz:iz

B[X] =35 +35 =7 §}§§.|I|I"|I|.

234567 89101112

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 111
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Random variable: expectation [

ExAMPLE 3 (CONT.):

Random variable (RV)
X: Q-R

Expectation: a weighted average
(in proportion to the probabilities)
of the possible values of X

= ) X(w)-P{w})

wWE)

E[X] = ) x-px(0)

X

roll two fair dice with 6 sides

Q=1{(1,1),(01,2),(1,3)..(1,6),(2,1),(2,2),...(6,6)}

Let Y be the product of the rolls. Y 1 Szngna di5e

6

What is E[Y] ? girgt

-~ |~~~}
OO ([N —~
— |y
e e et e e el
S0 (= [0 [=
I

2)|(1,
2)|(2,
2)|(3,
2)|(4,
2)|(5,
2)|(6,

SN CNE
ENENESENEYES

A1,
A2,
A3,
A)|(4,
A5,
A6,

OO~ WN -~
OO~ (WO IN|—~
(oo (oo [wo (oo [wo (Mo
OO ([N |—~
‘o [ [on [on [on [on
— — — [ ~— [ ~— [~—
el N e e P
DB WND -

o (o [oo oo oo [oo
e e e e e e

4 5

6

4 |5

10

12

first 12 [ 15

18

o | (ININ

—

Mo |© o |w|w
(o)

die 16 | 20

24

15120 ] 25

30

OO, WON -
oW N =

_\ |
N O

18 124 | 30

36
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Random variable: expectation [

Random variable (RV)
X: Q-R

Expectation: a weighted average
(in proportion to the probabilities)
of the possible values of X

= ) X(w)-P{w})

wWE)

E[X] = ) x-px(0)

X

()
EXAMPLE 3 (CONT.): o ;:
roll two fair dice with 6 sides

Q=1{(1,1),(1,2),(13)..(1,6),(2,1),(2,2),...(6,6)}

Let Y be the product of the rolls. () 1 Szecg”a d|5e ]

1 {(1,1(1,2)[(1,2)|(1,4)/(1,5)[(1,6)

f' t 2 (2,1)(2,2)((2,3)/(2,4)(2,5)(2,6)

- irst 3 [3.13.2/(3.3)(3.4)(3.5)3.6)

What is E[Y]? die 4 [(4.1)(4.24.3)(4.4)4.5)46)

5 |(5.1)/(5.2)((5.3)l(5.4)/(5.5)|(5.6)

6 |(6.1)(6.2)((6.3)l(6.2)6.5)/(6.6)

Y 1 2 3 4 5 6

_ , _ , 1[1]2[3[4]5]6

E[Y] = E[X; - X,] = E[X;] - E[X,] o246 s 0l

first 3[3[6]9[12]15]18

? die 4|48 |12]16]20]24

" 5151101152025 30

6|6 121824 |30 36

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Random variable: expectation [

> ’. p
Random variable (RV) ExamMPLE 3 (CONT.): o ;3
£ 02 -=R roll two fair dice with 6 sides
Expectation: a weighted average ) Q=1{(1,1),(1,2),(13)..(1,6),(2,1),(2,2),...(6,6)}
(in proportion to the probabilities 0 :
of the possible values of X Let Y be the product of the rolls. 1 szecgncj d|5e ]
1 [(1,0[1,211,2114]1,5)](1,6)
- 2 (212223242526
- 5 irst 3 [(3,1))(3.2)(3,3)(3,4)(3,5)(3,6)
= z X(w) - P{w}) What is E[Y ] die 4 [4.1)42]43)44)45)45)
5 [(5,1)(5,2)/(5,3)|(5.4)|(5.,5)|(5.6)
WE 6 [(6.1)1(6.2)((6,3)((6.4)(6,5)/(6.6)
y 1 2 3 4 5 6
_ , _ , 1[1]2]3]4]5]6
E[X]sz-pX(x) E[Y] = E[X; - X1 = ElX1]-E[Xa] 2246 8[10][12
- first 3|36 9[12]15]18
becanse the X, L X, die g g 180 12 ;g gg gg
6 | 6 12] 18] 243036

E[X,] = E[X,] = 3.5

E[X]=3.5-3.5 =12.25

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 114
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Random variable: expectation [

Random variable (RV)
X: Q-R

Expectation: a weighted average
(in proportion to the probabilities)
of the possible values of X

= ) X(w)-P{w})

wWE)

E[X] = ) x-px(0)

X

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ p

()
EXAMPLE 3 (CONT.): o ;:
roll two fair dice with 6 sides
Q=1{(1,1),(1,2),(13)..(1,6),(2,1),(2,2),...(6,6)}
Let Y be the product of the rolls. () 1 Szecg”a d|5e ]
Let X be the sum of the rolls. 1 1(1.1)(1,2)/(1,2)((1,4)/(1,5)((1,6)
? f t 2 (2,1)(2,2)((2,3)/(2,4)(2,5)(2,6)
: irst 3 [3.13.23.3)(3.4)(3.5)(3.6)
What is E[X + Y] die 4 [(4.1)(4.24.3)(4.4)4.5)46)
. 5 ((5.1)((5,2)/(5,3)[(5.,4)|(5,5)|(5,6)
6 |6.1)(6.2)(6.3)((6.4)((6.5)((6.6)
Y 1 2 3 4 5 6
1 1123|456
_ 2124168112
first 3[3[6]9[12]15]18
die 4|48 12]16]20]24
5151101152025 30
6|6 121824 |30 36
X 1 2 3 4 5 6
1121314 |56 |7
_ 23456 7]8
first 34567809
die 4|56 7]8]09]10
516|789 10 11
6|7 189 (101112}
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Random variable: expectation [

Random variable (RV)
X: Q-R

Expectation: a weighted average
(in proportion to the probabilities)
of the possible values of X

= ) X(w)-P{w})

wWE)

E[X] = ) x-px(0)

X

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ p

()
EXAMPLE 3 (CONT.): o ;:
roll two fair dice with 6 sides
Q=1{(1,1),(1,2),(13)..(1,6),(2,1),(2,2),...(6,6)}
Let Y be the product of the rolls. () 1 Szecg”a d|5e ]
Let X be the sum of the rolls. 1101.1](1,2)(1,2)(1.4){(1,5)(1,6)
f' t 2 (2,1)(2,2)((2,3)/(2,4)(2,5)(2,6)
: irst 3 [3.13.23.3)(3.4)(3.5)(3.6)
What is E[X + Y]? die 4 [4.1)(4.2)(4.3)(4.4)(4.5)4.6)
5 ((5.1)(5.2)(5.3)(5.4)[(5.5)/(5.6)
6 ((6.1)1(6.2)/(6.3)(6.4)((6.5)(6.6)
? Y 1 2 3 4 5 6
- 1 1123|456
EX +Y] = E[X] +E[Y] . 2|2 |4]6[8[10][12
first 3[3[6]9[12]15]18
die 4|48 [12/16]20 |24
51510115120 | 25|30
6|6 121824 |30 36
X 1 2 3 4 5 6
1121314 |56 |7
_ 23456 7]8
first 34567809
die 4 156 1|7 /(8] 910
516|789 10 11
6|7 189 (101112}
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Random variable: expectation [

Random variable (RV)
X: Q-R

Expectation: a weighted average
(in proportion to the probabilities)
of the possible values of X

= ) X(w)-P{w})

wWE)

E[X] = ) x-px(0)

X

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ p

()
EXAMPLE 3 (CONT.): o ;:
roll two fair dice with 6 sides
Q=1{(1,1),(1,2),(13)..(1,6),(2,1),(2,2),...(6,6)}
Let Y be the product of the rolls. () 1 szecgncj d|5e ]
Let X be the sum of the rolls. 1 1(1.11(1,2)((1,2)((1.4)(1.5)/(1.6)
f' t 2 (2,1)(2,2)((2,3)/(2,4)(2,5)(2,6)
: irst 3 [3.13.23.3)(3.4)(3.5)(3.6)
What is E[X + Y]? die 4 [(4.1]4.2/(4.3)(4.4)4.5)(4.6)
5 |5.1)(5.2)((5.3)((5.4)((5.5)|(5.6)
6 |6.1)(6.2)(6.3)((6.4)((6.5)((6.6)
Y 1 2 3 4 5 6
— 1 1123|456
E[X + Y] = E[X] + E[Y] i o o T2 5 s 1013
Xand Y are clearly dependent @ (;Tg[ 2 2 g 192 12 ;g ;2
5151101152025 30
6|6 121824 |30 36
X 1 2 3 4 5 6
1121314 |56 |7
. 2|3l4]5|6|7]8
first 34567809
die 4|56 7]8]09]10
516|789 10 11
6|7 189 (101112}
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Random variable: expectation [

ExAMPLE 3 (CONT.):

Random variable (RV)
X: Q-R

Expectation: a weighted average
(in proportion to the probabilities)
of the possible values of X

= ) X(w)-P{w})

wWE)

E[X] = ) x-px(0)

X

roII two fair dice with 6 sides

={(1,1),(1,2),(1,3) ...(1,6), (2,1), (2 2), -

Let Y be the product of the rolls.
Let X be the sum of the rolls.

What is E[X + Y]?

E[X + Y] = E[X] + E[Y]
Xand Y are clearly dependent @

But linearity of expectation still holds
evew if the RVs are dependent ©

E[X] =7 + 12.25 = 19.25

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/

.(6,6)]

second die
2 3 4 5 6

OO, WN -

OO, WN -

OO, WN -

(1,1)1(1,2)/(1,2)(1,4)(1,5)|(1,6)
(2,1)1(2,2)/(2,3)(2,4)(2,5)|(2,6)
(3,1)(3,2)|(3,3)(3,4)((3,9)|(3,6)
(4,1)I(4,2)|(4,3)(4,4)/(4,5)|(4,6)
(5,1)1(5,2)((5,3)(5,4)((5,5)|(5,6)
(6,1)(6,2)|(6,3)(6,4)/(6,5)|(6,6)

1 2 3 5

1123 5

21416 10

31619 15

4 | 8 |12 20

5 [ 10115 25

6 11218 30

1 2 3 5

2131456

314|567

4 15678

5|16 |7]181]9

6 | 71819110

/718191101
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S[X + Y] vs. E[X - Y]

E[X + Y] = E[X] + E[Y] (linearity of expectation) E[X - Y] = E[X] - E[Y], onlyif X L Y (independent)
holds even if X and Y are wot independent
PROOF PROOF
EX +7] = ) Y (x+3) - p(xy) ELX Y] =) ) %y p(xy)
X y x Yy
? ?
= E[X] - E[Y]
= E[X] + E[Y]

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 119
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S[X + Y] vs. E[X - Y]

E[X + Y] = E[X] + E[Y] (linearity of expectation)

holds even if X and Y are vot independent

PROOF

E[X + Y] ZZ(xﬂf) p(x,y)
Xy

=zx-p(x)+zy-p(y)
y

X

= E[X] + E[Y]

E[X - Y] = E[X] - E[Y], onlyif X L Y (independent)
PROOF
E[X-Y] = x-y pxy)

<[]

<[]
<M <DV

(Zx p(x)) (Zx - p(y))

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/

becanse X1Y

‘p(x) - p&

distributive law of

multiplication over addition
(each cross-term appears
exactly once on both sides)

120
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Linearity of Expectation

EXAMPLE 6 (CONT.):

* The digits 1,2,3, and 4 are randomly arranged to form two two-digit numbers, AB and CD.
For example, we could have AB = 42 and CD = 13.

?

* What is the expected value of AB-CD?

Example from: https://brilliant.org/wiki/linearity-of-expectation/
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 121
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Linearity of Expectation

EXAMPLE 6 (CONT.):

* The digits 1,2,3, and 4 are randomly arranged to form two two-digit numbers, AB and CD.
For example, we could have AB = 42 and CD = 13.

* What is the expected value of AB-CD?
« What about E[AB]-E[CD]? f?

Example from: https://brilliant.org/wiki/linearity-of-expectation/
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 122
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Linearity of Expectation

EXAMPLE 6 (CONT.):

» The digits 1,2,3, and 4 are randomly arranged to form two two-digit numbers, AB and CD.
For example, we could have AB = 42 and CD = 13.

* What is the expected value of AB-CD?
* What abo ABI-E[CD]?
* No! E[xy] = E|x]-E[y] only holds when the RVs are independent.

Clearly, AB and CD are not independent since each digit can only be used once
(e.g., if AB = 42 then we would know that CD can only be 13 or 31).

Example from: https://brilliant.org/wiki/linearity-of-expectation/
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 123
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Linearity of Expectation

EXAMPLE 6 (CONT.):

* The digits 1,2,3, and 4 are randomly arranged to form two two-digit numbers, AB and CD.
For example, we could have AB = 42 and CD = 13.

* What is the expected value of AB-CD?

« What abo ABI-E[CD]?

e Can we instead get some kind of sum? ?

Example from: https://brilliant.org/wiki/linearity-of-expectation/
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 124
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Linearity of Expectation

EXAMPLE 6 (CONT.):

» The digits 1,2,3, and 4 are randomly arranged to form two two-digit numbers, AB and CD.
For example, we could have AB = 42 and CD = 13.

What is the expected value of AB-CD?

What abo ABI-E[CD]?

e Can we instead get some kind of sum?
AB-CD = (10-4 + B)-(10-C + D) =100-4-C + 10-A-D + 10-B-C + B-D

Now by linearity of expectation,

?

Example from: https://brilliant.org/wiki/linearity-of-expectation/
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 125
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Linearity of Expectation

EXAMPLE 6 (CONT.):

» The digits 1,2,3, and 4 are randomly arranged to form two two-digit numbers, AB and CD.
For example, we could have AB = 42 and CD = 13.

What is the expected value of AB-CD?

What abo ABI-E[CD]?

e Can we instead get some kind of sum?
AB-CD = (10-4 + B)-(10-C + D) =100-4-C + 10-A-D + 10-B-C + B-D

Now by linearity of expectation,
E[AB-CD] = 100-E[A-C] + 10-E[A-D] + 10-E[B-C] + E[B-D] = ?

Example from: https://brilliant.org/wiki/linearity-of-expectation/
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 126
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Linearity of Expectation

EXAMPLE 6 (CONT.):

» The digits 1,2,3, and 4 are randomly arranged to form two two-digit numbers, AB and CD.
For example, we could have AB = 42 and CD = 13.

What is the expected value of AB-CD?

What abo ABI-E[CD]?

e Can we instead get some kind of sum?
AB-CD = (10-4 + B)-(10-C + D) =100-4-C + 10-A-D + 10-B-C + B-D

Now by linearity of expectation,

E[AB-CD] = 100-E[A-C] + 10-E[A-D] + 10-E[B-C] + IE[B}‘D] = 121-E[A-C] = ?
The expected value of all of these products are the
same since there is symmetry among A, B, C, D.

Example from: https://brilliant.org/wiki/linearity-of-expectation/
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 127
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Linearity of Expectation

EXAMPLE 6 (CONT.):

» The digits 1,2,3, and 4 are randomly arranged to form two two-digit numbers, AB and CD.
For example, we could have AB = 42 and CD = 13.

What is the expected value of AB-CD?

What abo ABI-E[CD]?

e Can we instead get some kind of sum?
AB-CD = (10-4 + B)-(10-C + D) =100-4-C + 10-A-D + 10-B-C + B-D

Now by linearity of expectation,

E[AB-CD] = 100-E[A-C] + 10-E[A-D] + 10-E[B-C] + E[B-D] = 121-E[A-C] = % = 705.83

The expected value of all of these products are the
same since there is symmetry among A, B, C, D.
1-2+1°3+1°4+2°3+2°4+3°4 _ 35

E[A-C] = : =2

Example from: https://brilliant.org/wiki/linearity-of-expectation/
Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 128
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Variance

https://northeastern-datalab.github.io/cs7840/
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Measuring variability

EXAMPLE: average size of mice

case 1:
{4 cm, 5 cm, 6 cm}

case 2:
{9cm, 10 cm, 11 cm}

case 3:
{8cm, 10 cm, 12 cm}

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/

what is a reasonable
measure of centrality

7

132
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Measuring variability

EXAMPLE: average size of mice

case 1: case 2: case 3: what is a reasonable
{4cm,5cm,6cm}  {9cm,10cm, 11 cm} {8 cm,10cm, 12 cm} weasure of centrality?
E[X]= 5 10 10 E[X] =Y, x - px(x)

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/

mean = average =
"expected value"

133
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Measuring variability

EXAMPLE: average size of mice

wWhat are possible ways
+to measure expected
"variability" A around the

case 1: case 2 case 3- mean for each point? ?
{Acm,5cm,6cm}  {9cm,10cm, 11 cm} {8cm, 10cm, 12 cm} ElY] =2,y pr ()
E[X]= 5 10 10 E[X] =Y, x - px(x)

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Measuring variability What are possible ways

+to measure expected

EXAMPLE: average size of mice "variability" A around the
case 1: case 2: case 3: mean for each point?
{Acm,5cm,6cm}  {9cm,10cm, 11 cm} {8cm, 10cm, 12 cm} ElY] =2,y pr ()

E[X]= 5 10 10 E[X] =Y, x - px(x)

E[Y;] = -1-3+0-3+1-3 —1-24+0-3+1-3 —2-24+0-3+23 Y; = X — E[X]
=0 =0 =0 @ cancels ont

How can we fix ?
+hat

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 135
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Measuring variability

EXAMPLE: average size of mice

What are possible ways
+to measure expected
"variability" A around the
mean for each point?

case 1: case 2: case 3:

{Acm,5cm,6cm}  {9cm,10cm, 11 cm} {8cm, 10cm, 12 cm} ElY] =2,y pr ()
E[X]= 5 10 10 E[X] =Y, x - px(x)
E[Y;] = -1-3+0-3+1-3 —1-24+0-3+1-3 —2-24+0-3+23 Y, = X — E[X]

=0 =0 =0 @ caucels ont
E[Y,] = [1-1-5+100-5+]1-5 =1 -3+[005+ 15 [=2-3+0-5+]21-5 Y = |X — E[X]|

=Lt gtly =Lt gtly =Zgtlgtig absolute deviation

=3 =3 =3 © wmakes more sense

Anything else ?

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Measuring variability What are possible ways

+to measure expected

EXAMPLE: average size of mice "variability" A around the
mean for each point?

case 1: case 2: case 3:
{Acm,5cm,6cm}  {9cm,10cm, 11 cm} {8cm, 10cm, 12 cm} ElY] =2,y pr ()
E[X]= 5 10 10 E[X] = Xxx - px(x)
E[V;]= -1-5+0-2+1-2 —1-24+0-3+1-3 —2-24+0-3+23 Y, = X — E[X]
=0 =0 =0 ® cancels ont
E[Y,] = |—1|1-§+|(i|-§+1|1|-§ |—1|1-§+|(1|-§+1|1|-§ |—2|1-§+|(i|-§+1|2|-§ Y, = |X — E[X]|
=Lt gtly =Lt gtly =Zgtlgtig absolute deviation
=3 =3 =3  © wmakes more sewse
_ 2
Bl = leodend  plieloed  plaploed K= (K- EXD
1-5+0--+1-3 1-5+0--+1-3 424044 squared error
8
= - = — :§
wWhat are now the "uvits" of variability ?
[ |
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Measuring variability

EXAMPLE: average size of mice

what are possible ways

to Imeasure 6XP60+60|
"variability" A around the
mean for each point?

case 1: case 2: case 3:
{Acm,5cm,6cm}  {9cm,10cm, 11 cm} {8cm, 10cm, 12 cm} ElY] =2,y pr ()
E[X]= 5 10 10 E[X] =Y, x - px(x)
E[Y;]= -1:+0-3+1-: —1-24+0-3+1-3 —2-24+0-3+23 Y; = X — E[X]
=0 =0 =0 @ cancels ont
E[Y,] = |—1|1—+|g| —+||§ |—1|1—+|g| —+||§ |—2|1—+|g| st Y =X~ E[X]|
=1at gty =1at0gtley PR absolute deviation
=3 cm =3 cm =3 cm @wmkcs more sense
E[Y;] = 12-3+0%2-2+1%- 122402 2412 22240224222 Y; = (X — E[X])?
1-2+0-241-2 1-240-2+1-3 42402443 squared error

2
= Z cm?
3

e sduared is stra

= g cm? @ 777

nge. What can we do?

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Measuring variability

EXAMPLE: average size of mice

what are possible ways

to Imeasure expected
"variability" A around the
mean for each point?

case 1: case 2: case 3:
{4cm,5cm,6cm}  {9cm,10cm, 11 cm} {8cm, 10cm, 12cm} ElY] =2y - py(y)
E[X]= 5 10 10 E[X] =Y, x - px(x)
E[Y;]= -1:+0-3+1-: —1-24+0-3+1-3 —2-24+0-3+23 Y, = X — E[X]
=0 =0 =0 @ caucels ont
E[Y,] = |—1|1—+|g| STIS  I= TS0 5+ 115 |—2|1—+|g| st Y =X~ E[X]|
=130 ERSE =1at0gtley =23+05 1421 absolute deviation
=3 cm =3 cm =;cm © wmkes more sense
'\
Enl= a0 beird mdiedend adiedezd) K= (B
1-5+0--+1-3 1-5+0--+1-3 4-§+0-§+4-5 squared error
=2 cm? =2 cm? =3m? ® 777 .
o 3 ; om © 777 Looks prety complicated. So

Just take the square root:

2
= [—CIn
3

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ -/

2
= [—CIn
3

=2\/§cm 777
3

> why is everyovne so excited
abont squared error
instead of absolute error?

?
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Why variance, and not absolute deviation?

But what is the most substavntial reason? ?

* Geometric explanation in Euclidean space (distance = square root
of squared components): Projection onto a subspace. Variance is
literally the "average squared distance" from the mean. A= |X — E[X]|

absolute deviation

e Variance plays an important role in the Central Limit Theorem.
The variance is a natural parameter for the Normal Distribution.

4 [

* Algebraic convenience: f(x) = x?is ] A= (X — E[X])?
differentiable, but g(x) = |x]| is not. 3 squared error
e Qutliers have a bigger influence 5’
1
0
=2 -1 0 1 2

X

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Why variance, and not absolute deviation?

 Statistical properties: The mean minimizes the sum of squared
errors, while the median minimizes the sum of absolute errors.
(Maximum likelihood estimation leads to minimizing squared errors)

* Geometric explanation in Euclidean space (distance = square root
of squared components): Projection onto a subspace. Variance is
literally the "average squared distance" from the mean. A= |X — E[X]|

absolute deviation

e Variance plays an important role in the Central Limit Theorem.
The variance is a natural parameter for the Normal Distribution.

4 [

* Algebraic convenience: f(x) = x?is ] A= (X — E[X])?
differentiable, but g(x) = |x]| is not. 3 squared error
e Qutliers have a bigger influence 5’
1
0
=2 -1 0 1 2

X

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/
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Mean (minimizes variance), Median (minimizes absolute error)

ExAMPLE (MEAN VS. MEDIAN):
data = {1, 2, 3, 6, 8}

mean = ? median = ?
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Mean (minimizes variance), Median (minimizes absolute error)

ExAMPLE (MEAN VS. MEDIAN):
data = {1, 2, 3, 6, 8}

mean = 4 median = 3
_ . o 2 di — ; . —
mean = min ) (x; —¢) median = min ) |x; — ¢
C Cc
L L
Squared-error loss minimized at the mean Absolute-error loss minimized at the median
20}
110
100 |
18}
90t
% 80 B IU 16}
|
X 70} X
N N
60 14t
50
12}
0 mear = 4 pr€dian = 3
0 1 2 3 4 5 6 7 8 0 1 2 3 4 5 6 7 8
C C
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Mean (minimizes variance), Median (minimizes absolute error)
ExAMPLE (MEAN VS. MEDIAN):

data = {1, 2, 3, 6, 8}

mean =

4
mean = minZ(xl- — ¢)? mean: Z x;i—c=0 ?
c
i

. |
l

Squared-error loss minimized at the mean

1101
100
90
801

70

S (xi—c)?

60

501

40}t

0 1 2 3 4 5 6 7 8
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Mean (minimizes variance), Median (minimizes absolute error)

ExAMPLE (MEAN VS. MEDIAN):
data = {1,2,3, 6,8} This is yno—l* an optimization Prolalfavn, but a
constraint problem: the sum of sigwed errors = 0.

/

4
o 2 A2 E IR
mean = min ) (x; —¢) mean: ) x; —c =20
C
i

i

mean =

Squared-error loss minimized at the mean Total error (signed sum of deviations)

20
110F
151
1001
101
0}
~ — 5 B
~ N [@)
v S IS A S S mean=4 _______________
- %
2 701 ~
N 5t
60 |
-10¢t
50
_15 L
40}
meaiT = 4 _o0k
0 1 2 3 4 5 6 7 8 0 1 2 3 4 5 6 7 8
C C
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Alternative formula for variance

% =Var(X) = E[(X — E[X])?] variance

g = +/Var(X) = \/IE[(X — E[X])?] standard deviation (back in original units)

ALTERNATIVE FORMULA
E[(X — E[X]D?] = E[X?] — (E[X])*

PROOF

E[(X —EXD = )

Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/

case 3:
{8cm, 10 cm, 12 cm}
82410%2+1272 308
21 — — 23U°
E[X*] = 3 3

(E[X])? = 100

308 300
3—3—8/3
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Alternative formula for variance

o? = Var(X) = E[(X — E[X])?*]

variance

o = /Var(X) = VE[(X — E[X])?]

ALTERNATIVE FORMULA

E[(X — E[X])?] = E[X?] — (E[X]*

PROOF

E[(X — E[X])*] = E[X? - 2-X-E[X] + (E[X])?]

Gatterbauer. Foun

by livearity of expectation

1 — E|2-X-E[X]]| + E[(E[X])?]

o Just a constant

1 — 2-E[X]-E[X] + (E[X])?
1-2-(E[XD)?* +(E[XD?
1 - (E[XD?

dations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/

standard deviation (back in original units)

case 3:
{8cm, 10 cm, 12 cm}
82410%2+1272 308
21 — — 23U°
E[X*] = 3 3

(E[X])? = 100

308 300
3 3

=8/3
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