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L01: Course introduction & motivating 
example for variable-length encoding

Wolfgang Gatterbauer
cs7840 Foundations and Applications of Information Theory (fa25)
https://northeastern-datalab.github.io/cs7840/fa25/  
9/8/2025

Be prepared to briefly state:
1. What area are you working on? Who is your PhD advisor? How did 

you learn about this class? Why do you consider taking it?
2. What do you hope to get out of this course J What is the topic 

from the course page (or information theory, in general) that you 
are most interested in? What could be your project?

3. What is your biggest fear for this course L

Updated 9/11/2025

https://northeastern-datalab.github.io/cs7840/fa25/
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A few examples for 
what this class is all about

https://northeastern-datalab.github.io/cs7840/
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Some intuition

• I am thinking of a number from 0 to 255. 
- You can ask me binary questions ("Is it < 30?")
- How many questions do you have to maximally ask me to get the number?

?

Our friend here shows us this
is an active learning exercise

https://northeastern-datalab.github.io/cs7840/
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Some intuition

• I am thinking of a number from 0 to 255 (=256 or 28 choices). 
- You can ask me binary questions ("Is it < 30?")
- How many questions do you have to maximally ask me to get the number?

• You can always halve the range each time. Assume I choose 3:

?

https://northeastern-datalab.github.io/cs7840/
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Some intuition

• I am thinking of a number from 0 to 255 (=256 or 28 choices). 
- You can ask me binary questions ("Is it < 30?")
- How many questions do you have to maximally ask me to get the number?

• You can always halve the range each time. Assume I choose 3:
• Is it < 128? yes
• Is it < 64? yes
• Is it < 32? yes
• Is it < 16? yes
• Is it < 8? yes
• Is it < 4? yes
• Is it < 2? no
• Is it < 3? no -> must be 3

Can we represent this sequence of 
questions in some other (number) format ?

https://northeastern-datalab.github.io/cs7840/
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Some intuition

• I am thinking of a number from 0 to 255 (=256 or 28 choices). 
- You can ask me binary questions ("Is it < 30?")
- How many questions do you have to maximally ask me to get the number?

• You can always halve the range each time. Assume I choose 3:
• Is it < 128? yes
• Is it < 64? yes
• Is it < 32? yes
• Is it < 16? yes
• Is it < 8? yes
• Is it < 4? yes
• Is it < 2? no
• Is it < 3? no -> must be 3

- 3 = 00000011 in binary (the answer to each question corresponds to 1 bit)

Can we represent this sequence of 
questions in some other (number) format? 

https://northeastern-datalab.github.io/cs7840/
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Some intuition

• Earlier: I was thinking of a number from 0 to 255 (=28 choices). 
• Now:    I am  thinking of a number from 0 to 511 (=29 choices). 
- How many questions do you have to ask now me to get the number?

?

https://northeastern-datalab.github.io/cs7840/
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Some intuition

• Earlier: I was thinking of a number from 0 to 255 (=28 choices). 
• Now:    I am  thinking of a number from 0 to 511 (=29 choices). 
- How many questions do you have to ask now me to get the number?
- just one more than before!

• 3 =   00000011 in binary with 8 bits
• 3 = 000000011 in binary with 9 bits

• We have learned: The information content (the level of uncertainty) 
does not grow proportional to the number of choices!

• It grows with the logarithm!

https://northeastern-datalab.github.io/cs7840/
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Some intuition about logarithms

• Earlier: I was thinking of a number from 0 to 255 (=28 choices). 
• Now: I am thinking of 2 numbers, each from 0 to 15 (=24 choices).
- Do you have to ask me more or fewer questions to get both numbers?

?

https://northeastern-datalab.github.io/cs7840/
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Some intuition about logarithms

• Earlier: I was thinking of a number from 0 to 255 (=28 choices). 
• Now: I am thinking of 2 numbers, each from 0 to 15 (=24 choices).
- Do you have to ask me more or fewer questions to get both numbers?
- The same! 16 ⋅ 16 choices = 256 choices (28 = 24 ⋅24)

• 3 =         0011 in binary with 4 bits
• (3, 3) = (0011, 0011) in binary with 4 bits each
• 51 =       00110011 in binary with 8 bits

• How many questions do you have to ask me as function 𝑓(𝑁)
- where 𝑁 = number of total choices (256 = 16 ⋅ 16)

?

https://northeastern-datalab.github.io/cs7840/
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Some intuition about logarithms

• Earlier: I was thinking of a number from 0 to 255 (=28 choices). 
• Now: I am thinking of 2 numbers, each from 0 to 15 (=24 choices).
- Do you have to ask me more or fewer questions to get both numbers?
- The same! 16 ⋅ 16 choices = 256 choices (28 = 24 ⋅24)

• 3 =         0011 in binary with 4 bits
• (3, 3) = (0011, 0011) in binary with 4 bits each
• 51 =       00110011 in binary with 8 bits

• You have to ask me log!𝑁 questions
- where 𝑁 = number of total choices (256 = 16 ⋅ 16)

• Tip for later: log!𝑁 = −log!(1/𝑁) = −log!(𝑃) 
- where 𝑃 = probability of picking any one of the equally likely choices

28=256 ⇔ log2 256 = 8

log !
" = − log 𝑥  

https://northeastern-datalab.github.io/cs7840/
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From: Shannon. A Mathematical Theory of Communication, The Bell System Technical Journal, 1948. https://doi.org/10.1002/j.1538-7305.1948.tb01338.x 

Shannon [1948]: Communicating over a noisy channel

https://northeastern-datalab.github.io/cs7840/
https://doi.org/10.1002/j.1538-7305.1948.tb01338.x
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"Communication": Randomness, Compressibility, Predictability

Source: Scribes from Aslam's cs6800 "Applications of Information Theory to Computer Science" fall 2015: https://www.khoury.northeastern.edu/home/jaa/CS6800.15F/index.html 

https://northeastern-datalab.github.io/cs7840/
https://www.khoury.northeastern.edu/home/jaa/CS6800.15F/index.html
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Why ∑" 𝑝" log(𝑝") to measure the "amount" of uncertainty?

Source: https://en.wikipedia.org/wiki/Entropy_(information_theory) 

?

https://northeastern-datalab.github.io/cs7840/
https://en.wikipedia.org/wiki/Entropy_(information_theory)


18Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 

Why ∑" 𝑝" log(𝑝") to measure the "amount" of uncertainty?

Source: https://en.wikipedia.org/wiki/Entropy_(information_theory) 

Shannon [1948] established that the only meaningful way to measure the amount of 
uncertainty in evidence expressed by a probability distribution function 𝑝# on a finite 
set is to use a functional of the form −𝑎∑" 𝑝" log#(𝑝") usually 𝑎 = 1, 𝑏 = 2 (bits)

How can you establish something like that? ?

https://northeastern-datalab.github.io/cs7840/
https://en.wikipedia.org/wiki/Entropy_(information_theory)
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Why ∑" 𝑝" log(𝑝") to measure the "amount" of uncertainty?

Source: https://en.wikipedia.org/wiki/Entropy_(information_theory) 

Shannon [1948] established that the only meaningful way to measure the amount of 
uncertainty in evidence expressed by a probability distribution function 𝑝# on a finite 
set is to use a functional of the form −𝑎∑" 𝑝" log#(𝑝") usually 𝑎 = 1, 𝑏 = 2 (bits)

Via an "axiomatic derivation":

There are alternative derivations (see e.g. [Jaynes'03 Probability theory: the logic of science])

How can you establish something like that?

https://northeastern-datalab.github.io/cs7840/
https://en.wikipedia.org/wiki/Entropy_(information_theory)
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Cox's axiomatic derivation of probability theory [1946]

From: Richard T. Cox. Probability, frequency and reasonable expectation, 1946. https://doi.org/10.1119/1.1990764, http://www.stats.org.uk/cox-theorems/ 

"Kolmogorov (1950) is widely quoted as the author of the axiomatic basis of 
probability calculus, but it was R.T. Cox (1946, 1961) who showed that no other 
calculus is admissible. The only freedom is to take some monotonic function 
instead, such as 100 Pr() (percentage) or Pr() / (1 - Pr()) (odds), but such 
changes are merely cosmetic. It follows that other methods are either equivalent 
to probability calculus (in which case they are unnecessary), or are wrong."
Skilling, 1998

"R. T. Cox (1946) published a paper that showed that any set of rules for 
inference, in which we represent degrees of plausibility by real numbers, is 
necessarily either equivalent to the Laplace-Jeffreys rules, that is (1)-(3), or 
inconsistent."
Evans (2002) 

"A third justification for belief as probability (or at least a scaled version of 
probability) appeared in a paper by R.T. Cox in the American Journal of Physics 
in 1946 [9]. Cox's proof is not, perhaps, as rigorous as some pedants might 
prefer and when an attempt is made to fill in all the details some of the 
attractiveness of the original is lost. Nevertheless his results certainly provide a 
valuable contribution to our understanding of the nature of belief.
We state here a rigorous version of Cox's main theorem which has aspects which 
are both stronger and weaker than the original. Slightly stronger versions still can 
be proved but the increased complications do not seem to justify doing so."
Paris, 1994, page 24 

https://northeastern-datalab.github.io/cs7840/
https://doi.org/10.1119/1.1990764
http://www.stats.org.uk/cox-theorems/
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An application in ML
Try to "best" explain the chances of survival for passengers 
on the Titanic based on various attributes like gender, age, 
number of spouses or siblings aboard ("sibsp")? ?

https://northeastern-datalab.github.io/cs7840/
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An application in ML: learning decision trees

Sources: https://en.wikipedia.org/wiki/Decision_tree_learning , https://commons.wikimedia.org/wiki/File:Titanic_Survival_Decison_Tree_SVG.png 

Your chances of survival were good if you were (i) a female or 
(ii) a male ≤ 9.5 years old with < than 3 siblings.

Try to "best" explain the chances of survival for passengers 
on the Titanic based on various attributes like gender, age, 
number of spouses or siblings aboard ("sibsp")?

How can an algorithm be possible "guided" ?

percentage of 
observations in 
the leaf

probability of 
survival

https://northeastern-datalab.github.io/cs7840/
https://en.wikipedia.org/wiki/Decision_tree_learning
https://commons.wikimedia.org/wiki/File:Titanic_Survival_Decison_Tree_SVG.png
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An application in ML: learning decision trees

Sources: https://en.wikipedia.org/wiki/Decision_tree_learning , https://commons.wikimedia.org/wiki/File:Titanic_Survival_Decison_Tree_SVG.png , 
https://ai.plainenglish.io/simplified-machine-learning-f5ca4e177bac, https://www.kdnuggets.com/2020/01/decision-tree-algorithm-explained.html 

Try to "best" explain the chances of survival for passengers 
on the Titanic based on various attributes like gender, age, 
number of spouses or siblings aboard ("sibsp")?

"learning" = 
"compressing"

(simplified for binary choices)

percentage of 
observations in 
the leaf

probability of 
survival

Your chances of survival were good if you were (i) a female or 
(ii) a male ≤ 9.5 years old with < than 3 siblings.

https://northeastern-datalab.github.io/cs7840/
https://en.wikipedia.org/wiki/Decision_tree_learning
https://commons.wikimedia.org/wiki/File:Titanic_Survival_Decison_Tree_SVG.png
https://ai.plainenglish.io/simplified-machine-learning-f5ca4e177bac
https://www.kdnuggets.com/2020/01/decision-tree-algorithm-explained.html
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"An application" in ML: DNN

https://levelup.gitconnected.com/killer-combo-softmax-and-cross-entropy-5907442f60ba 

Cross entropy, loss function, softmax, multinomial logistic regression, maximum entropy models, ... ?

https://northeastern-datalab.github.io/cs7840/
https://levelup.gitconnected.com/killer-combo-softmax-and-cross-entropy-5907442f60ba
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"An application" in ML: DNN

https://levelup.gitconnected.com/killer-combo-softmax-and-cross-entropy-5907442f60ba 

Cross entropy, loss function, softmax, multinomial logistic regression, maximum entropy models, ...

https://northeastern-datalab.github.io/cs7840/
https://levelup.gitconnected.com/killer-combo-softmax-and-cross-entropy-5907442f60ba
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"An application" in ML: DNN

https://levelup.gitconnected.com/killer-combo-softmax-and-cross-entropy-5907442f60ba 

Cross entropy, loss function, softmax, multinomial logistic regression, maximum entropy models, ...

𝑦! 

𝑦" 

…

𝑦#  

https://northeastern-datalab.github.io/cs7840/
https://levelup.gitconnected.com/killer-combo-softmax-and-cross-entropy-5907442f60ba
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Ilya Sutskever @ Simons [2023]

Ilya Sutsekever: "An Observation on Generalization". https://simons.berkeley.edu/talks/ilya-sutskever-openai-2023-08-14 , https://www.youtube.com/watch?v=AKMuA_TVz3A&t=1640s 

https://northeastern-datalab.github.io/cs7840/
https://simons.berkeley.edu/talks/ilya-sutskever-openai-2023-08-14
https://www.youtube.com/watch?v=AKMuA_TVz3A&t=1640s
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An application in DB: Query optimization, cardinality estimation

Papers: https://scholar.google.com/scholar?cluster=13416343297965219539 , https://arxiv.org/abs/2408.14706 

Input

DB

Query

Output

⋈ 𝜎
bounding intermediate 
result sizes

Our DATAlab seminar last year. If interested in 
similar topic, please subscribe and stop by
https://db.khoury.northeastern.edu/activities/ 

https://northeastern-datalab.github.io/cs7840/
https://scholar.google.com/scholar?cluster=13416343297965219539
https://arxiv.org/abs/2408.14706
https://db.khoury.northeastern.edu/activities/
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Overall motivation for studying the topics of this class

• Information Theory as unified language and mathematical tool to 
understand and predict phenomena related to data and information

• We cover both:
- theory:

• Part 1: basic theory of information theory
• Part 2: compression
• Part 3: the axiomatic approach (at least for entropy)

- practice:
• Part 4: selected applications to ML, data management (DB), IR

https://northeastern-datalab.github.io/cs7840/
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*Very* approximate outline (will likely change as we progress)

https://northeastern-datalab.github.io/cs7840/
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Quick background on me

• Wolfgang Gatterbauer: https://gatterbauer.name/ 

https://northeastern-datalab.github.io/cs7840/
https://gatterbauer.name/
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Let's take turns

As you are called, please briefly state:
1.What area are you working on? Who is your PhD advisor? How 

did you learn about this class? Why do you consider taking it?

2.What do you hope to get out of this course J? What is the topic 
from the course page (or information theory, in general) that you 
are most interested in? What could be your project?

3.What is your biggest fear for this course L?

https://northeastern-datalab.github.io/cs7840/
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Pedagogy & Logistics

https://northeastern-datalab.github.io/cs7840/
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Studying new material: "Under which study condition do 
you think you learn better?"

Data from: Karpicke & Blunt, "Retrieval Practice Produces More Learning than Elaborative Studying with Concept Mapping," Science, 2011. https://doi.org/10.1126/science.1199327 

Judged performance
(=what people think)

passive reading active Q&A

?

https://northeastern-datalab.github.io/cs7840/
https://doi.org/10.1126/science.1199327
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Studying new material: "Under which study condition do 
you think you learn better?"

Data from: Karpicke & Blunt, "Retrieval Practice Produces More Learning than Elaborative Studying with Concept Mapping," Science, 2011. https://doi.org/10.1126/science.1199327 

Judged performance
(=what people think)

Actual performance
(=what is actually working)

passive reading active Q&A

Surprise, surprise: active Q&A 
works better for learning !

https://northeastern-datalab.github.io/cs7840/
https://doi.org/10.1126/science.1199327
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The year 2000 imagined in 1900

Source: Jean-Marc Côté: https://publicdomainreview.org/collection/a-19th-century-vision-of-the-year-2000, https://commons.wikimedia.org/wiki/File%3AFrance_in_XXI_Century._School.jpg 

https://northeastern-datalab.github.io/cs7840/
https://publicdomainreview.org/collection/a-19th-century-vision-of-the-year-2000
https://commons.wikimedia.org/wiki/File%3AFrance_in_XXI_Century._School.jpg
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Late 1950s

Source: https://paleofuture.com/blog/2011/8/24/the-push-button-school-of-tomorrow-1958.html 

https://northeastern-datalab.github.io/cs7840/
https://paleofuture.com/blog/2011/8/24/the-push-button-school-of-tomorrow-1958.html
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Predicting the role of IT in Education

Source: Neil Ardley, World of tomorrow: School, Work and Play, 1981. https://archive.org/details/schoolworkplaywo0000neil/page/40/mode/2up 

https://northeastern-datalab.github.io/cs7840/
https://archive.org/details/schoolworkplaywo0000neil/page/40/mode/2up
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Sequencing Material: "Under which teaching condition 
do you think you learn better?"

Data from: Bjork & Bjork, "Making things hard on yourself, but in a good way: Creating desirable difficulties to enhance learning," 2011. https://psycnet.apa.org/record/2011-19926-008 
Paragraph from: "Information Systems: A Manager’s Guide to Harnessing Technology (book v1.4)," Gallaugher, 2012. https://gallaugher.com/book/ 

?

https://northeastern-datalab.github.io/cs7840/
https://psycnet.apa.org/record/2011-19926-008
https://gallaugher.com/book/
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Sequencing Material: "Under which teaching condition 
do you think you learn better?"

Data from: Bjork & Bjork, "Making things hard on yourself, but in a good way: Creating desirable difficulties to enhance learning," 2011. https://psycnet.apa.org/record/2011-19926-008 
Paragraph from: "Information Systems: A Manager’s Guide to Harnessing Technology (book v1.4)," Gallaugher, 2012. https://gallaugher.com/book/ 

https://northeastern-datalab.github.io/cs7840/
https://psycnet.apa.org/record/2011-19926-008
https://gallaugher.com/book/
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Spaced Repetition

1 day 3 days 1 week 1 month 6 months

correct

incorrect

Ebbinghaus 
Forgetting Curve

Leitner System 
(Pimsleur's graduated
interval recall)

Sources: http://www.wired.com/2008/04/ff-wozniak/,  
Gatterbauer & Suciu, "Managing Structured Collections of Community Data", CIDR 2011. http://cidrdb.org/cidr2011/Papers/CIDR11_Paper28.pdf 

https://northeastern-datalab.github.io/cs7840/
http://www.wired.com/2008/04/ff-wozniak/
http://cidrdb.org/cidr2011/Papers/CIDR11_Paper28.pdf
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"your obligation 
to dissent"

Coursework / Evaluation (1/3)

Stop me and ask questions if I am talking 
too much and not explaining enough!

https://northeastern-datalab.github.io/cs7840/
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Lectures are not recorded (1/2)

Source: https://www.nytimes.com/2020/09/07/opinion/remote-school.html  

https://northeastern-datalab.github.io/cs7840/
https://www.nytimes.com/2020/09/07/opinion/remote-school.html
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Lectures are not recorded (2/2)

• We would like to have an encouraging environment in which everyone can 
speak up and discuss ideas freely without concern that discussions will be 
available outside of classroom.

• The course  slides are comprehensive and should allow you to be able to 
remember the key lessons from class (except for background stories I may tell 
you). Lecture slides will be posted within 2 days after each class, i.e. WED for 
MON classes, SAT for THU classes).

• Do not record or otherwise share the classroom video calls yourself. The 
Commonwealth of Massachusetts's wiretapping law requires "two-party 
consent". It is a felony to secretly record a conversation, whether the 
conversation is in person or taking place by telephone or another electronic 
medium. [See Mass. Gen. Laws ch.272,§ 99].

Mass. Gen. Laws ch. 272, §99: https://malegislature.gov/laws/generallaws/partiv/titlei/chapter272/section99 

https://northeastern-datalab.github.io/cs7840/
https://malegislature.gov/laws/generallaws/partiv/titlei/chapter272/section99
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A suggestion on how to best use class time!

• It is ok to make mistakes in class. Making mistakes in class is actually the best 
thing that can happen to you. You learn and will never make it again J

• From Ray Dalio's Principles (2017):
- "Create a Culture in Which It Is Okay to Make Mistakes and Unacceptable Not to Learn 

from Them" 
- "Recognize that mistakes are a natural part of the evolutionary process." 
- "Don’t feel bad about your mistakes or those of others. Love them!"

Source: Ray Dalio. https://en.wikipedia.org/wiki/Principles_(book)  

Notice the story around Bridgewater & Ray Dalio is 
interesting and still being written. See e.g. 
https://www.nytimes.com/2023/11/01/business/how-does-the-worlds-largest-hedge-fund-really-make-its-money.html 
https://www.vanityfair.com/news/2023/11/james-comey-dalio-bridgewater-the-fund 
https://nymag.com/intelligencer/article/ray-dalio-rob-copeland-the-fund-book-excerpt.html 

That said, the ideas behind "Principles" are still worth reading

https://northeastern-datalab.github.io/cs7840/
https://en.wikipedia.org/wiki/Principles_(book)
https://www.nytimes.com/2023/11/01/business/how-does-the-worlds-largest-hedge-fund-really-make-its-money.html
https://www.vanityfair.com/news/2023/11/james-comey-dalio-bridgewater-the-fund
https://nymag.com/intelligencer/article/ray-dalio-rob-copeland-the-fund-book-excerpt.html
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One reason why I don't post slides *before* lecture
From the preamble of one of the best physics books ever: „How to read this book“

...

...

Source: ”Thinking Physics: Understanding Practical Reality”, Lewis Carroll Epstein, 1979-2009. https://www.goodreads.com/book/show/268266.Thinking_Physics

We will also have in-class exercises!

https://northeastern-datalab.github.io/cs7840/
https://www.goodreads.com/book/show/268266.Thinking_Physics
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One reason why I don't post slides *before* lecture
From the preamble of one of the best physics books ever: „How to read this
book“ ...

...

Source: ”Thinking Physics: Understanding Practical Reality”, Lewis Carroll Epstein, 1979-2009. https://www.goodreads.com/book/show/268266.Thinking_Physics

You must avoid the
temptation to look at 
answers until you have
tried to find and ideally
write out the solution
yourself!

We will also have in-class exercises!

https://northeastern-datalab.github.io/cs7840/
https://www.goodreads.com/book/show/268266.Thinking_Physics
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Study groups are great for learning material!

• "... The groups of students who were doing best spontaneously 
formed study groups... 

• Students who were not doing as well tended to do as the instructor 
suggested-study two hours out of class for every hour in class-but 
did it by themselves with little social support...

• ... even well-prepared students (high math SATs) are often 
disadvantaged by high school experiences that lead them to work 
alone."

Source: Craig Nelson, Dysfunctional Illusions of Rigor: Part 1 - Basic Illusions, http://cgi.stanford.edu/~dept-ctl/tomprof/posting.php?ID=1058 

https://northeastern-datalab.github.io/cs7840/
http://cgi.stanford.edu/~dept-ctl/tomprof/posting.php?ID=1058
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The "Surfer Analogy" for time management

Source: http://stwww.surfermag.com/files/2013/10/Yak_Charlie-970x646.jpg 

https://northeastern-datalab.github.io/cs7840/
http://stwww.surfermag.com/files/2013/10/Yak_Charlie-970x646.jpg
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Quote: https://www.azquotes.com/quote/909685 
Also see: https://www.inc.com/lisa-calhoun/elon-musk-on-the-1-creative-skill-every-founder-needs-now.html 

"To ask the right question is harder than to answer it."

Georg Cantor

Class scribes

https://northeastern-datalab.github.io/cs7840/
https://www.azquotes.com/quote/909685
https://www.inc.com/lisa-calhoun/elon-musk-on-the-1-creative-skill-every-founder-needs-now.html
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Coursework / Evaluation (2/3)

https://northeastern-datalab.github.io/cs7840/
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Coursework / Evaluation (3/3)

https://northeastern-datalab.github.io/cs7840/
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Project

https://northeastern-datalab.github.io/cs7840/
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Project

• example past projects 
- chosen from class topics: "Compression via Kraft’s Constrained Floor-

Ceiling Decision Problem"
- from current research & class topic: "information bottlenecks in robotics"
- "applications of information theory in information visualization"

• ?

https://northeastern-datalab.github.io/cs7840/
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A story about citations

Website of Richard Pattis: https://ics.uci.edu/~pattis/  , EBNF document: https://ics.uci.edu/~pattis/misc/ebnf2.pdf 

EBNF = "Extended Backus-Naur form"

https://northeastern-datalab.github.io/cs7840/
https://ics.uci.edu/~pattis/
https://ics.uci.edu/~pattis/misc/ebnf2.pdf
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A story about citations

EBNF document: https://ics.uci.edu/~pattis/misc/ebnf2.pdf , Google citations: https://scholar.google.com/scholar?cluster=13515745032952198904 

?Why are these paper citing R. Feynman
(and C. Objectives)?

https://northeastern-datalab.github.io/cs7840/
https://ics.uci.edu/~pattis/misc/ebnf2.pdf
https://scholar.google.com/scholar?cluster=13515745032952198904
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A story about citations

EBNF document: https://ics.uci.edu/~pattis/misc/ebnf2.pdf , Google citations: https://scholar.google.com/scholar?cluster=13515745032952198904 

L Please cite generously 
and cite what you read, 
not citations of citations

!

https://northeastern-datalab.github.io/cs7840/
https://ics.uci.edu/~pattis/misc/ebnf2.pdf
https://scholar.google.com/scholar?cluster=13515745032952198904
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Tools

• Canvas: 
- Links to website: with preliminary calendar, optional readings, 

administrative details, lectures slides (will be posted by end of the 2nd day 
following a lecture, i.e. WED for MON classes, SAT for THU classes!)

- Links to Piazza: discussions, questions, errors, follow-up instructions 
beyond web page! Make sure to subscribe

- Canvas calendar / assignments: project milestones, submission for scribes 
(please look at the deadlines)

• Other suggestions?

https://northeastern-datalab.github.io/cs7840/
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Piazza extends our classroom – please subscribe

https://northeastern-datalab.github.io/cs7840/
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Please use this simple way to let us know what 
works or not!

https://forms.gle/6u7Sut8sdpuY7KLM9

Even if you find minor annoying issues (spelling 
mistakes, broken links, confusing explanations), 
please spend a moment to let us know. We will 
notice your participation and contribution, and it 
will improve our class to everyone.

Piazza is visible to everyone in this class (you can 
post anonymously). This feedback form is visible 
only to us instructors.

Feedback throughout the semester

https://northeastern-datalab.github.io/cs7840/
https://forms.gle/6u7Sut8sdpuY7KLM9
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Other Thoughts

• Active participation is important in this class. If you spot any errors 
or inconsistencies across slides/web page, typos (even if minor) do 
let me know, in class, office hours, or via Piazza! I appreciate, and it 
counts towards class participation.

• If we have online classes (unlikely), please keep your webcams on, 
so we reproduce our in-person setting as much as possible. One 
camera off encourages all others to switch off (think externalities).

• Project topics: do look also through the preliminary class calendar
- Individual project (except in rare circumstances with good justification)
- But can work together on everything else in the class!

https://northeastern-datalab.github.io/cs7840/
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Questions

1. Class is 11:45-1:25. Should we have a 5min break?
2. Comments on sequencing of the topics?
3. Questions on project topics?
4. What would make it easier for you to participate in class?
5. Any other "best practice" from other classes you recommend?

https://northeastern-datalab.github.io/cs7840/


65Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 

An end-to-end motivation 
for bascic concepts 
of information theory

Following numeric example is based on Example 5.1.1 from 
[Cover,Thomas'06] Elements of Information Theory. https://onlinelibrary.wiley.com/doi/book/10.1002/047174882X 
Visualizations are based on  Christopher Olah's awesome blog post:
https://colah.github.io/posts/2015-09-Visual-Information/ 

https://northeastern-datalab.github.io/cs7840/
https://onlinelibrary.wiley.com/doi/book/10.1002/047174882X
https://colah.github.io/posts/2015-09-Visual-Information/
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Compressing messages

• What is a "reasonable" way to encode the symbols?

• Assume Alice communicates with Bob about 4 symbols:
(alternatively, consider using the symbols ACGT J)

?
• They only communicate in binary. All messages are strings of 0, 1: 

A B C D

000010011011000101

Our friend here shows us this
is an active learning exercise

• Alice sends "messages" = words (strings/sequences) of symbols: A A C B C D A B B

https://northeastern-datalab.github.io/cs7840/
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Compressing messages

• A "reasonable" way to encode the symbols:

00
01
10
11

A
B
C
D

symbols codewords

code

?
0 0 0 1 1 0 1 1

• Assume Alice communicates with Bob about 4 symbols: A B C D

Can you decode following message:

• They only communicate in binary. All messages are strings of 0, 1: 000010011011000101

• Alice sends "messages" = words (strings/sequences) of symbols: A A C B C D A B B

source alphabet
𝒳 = {A, B, C, D} 

from 𝒟*, with 𝒟={0,1} 
as coding alphabet

https://northeastern-datalab.github.io/cs7840/
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Compressing messages

• A "reasonable" way to encode the symbols:

00
01
10
11

A
B
C
D

symbols codewords

code

0 0 0 1 1 0 1 1 encoded string

00  01  10  11 codewords

A   B   C   D decoded symbols

• Assume Alice communicates with Bob about 4 symbols: A B C D

This is the best you can do for a uniform distribution.

Example transmission:

• They only communicate in binary. All messages are strings of 0, 1: 000010011011000101

• Alice sends "messages" = words (strings/sequences) of symbols: A A C B C D A B B

https://northeastern-datalab.github.io/cs7840/
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Compressing messages

• A "reasonable" way to encode the symbols:

• Assume we have the following symbol frequency:

½ 

¼ 
⅛
⅛

A

B
C
D

frequency

00
01
10
11

A
B
C
D

symbols codewords

code

?What is our expected message length per symbol?

𝑝!

https://northeastern-datalab.github.io/cs7840/
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Compressing messages

• A "reasonable" way to encode the symbols:

• Assume we have the following symbol frequency:

2 bits!

½ 

¼ 
⅛
⅛

A

B
C
D

frequency

00
01
10
11

A
B
C
D

symbols codewords

code

Encoding size
1 bit

½ 

¼ 
⅛
⅛

0

0
1
1

1
0
1

2 bit

0

Our expected message length per symbol:

𝑝!

(does not depend on 
frequency, with current 
codewords)

https://northeastern-datalab.github.io/cs7840/
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Compressing messages

• A "reasonable" way to encode the symbols:

• Assume we have the following symbol frequency:

Our expected message length per symbol:

2 bits!

½ 

¼ 
⅛
⅛

A

B
C
D

frequency

00
01
10
11

A
B
C
D

symbols codewords

code

Encoding size
1 bit

½ 

¼ 
⅛
⅛

0

0
1
1

1
0
1

2 bit

0

What is our information (expected surprise) we 
get after seeing each symbol? ?𝑝!

https://northeastern-datalab.github.io/cs7840/
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Compressing messages

• A "reasonable" way to encode the symbols:

• Assume we have the following symbol frequency:

Our expected message length per symbol:

2 bits!

½ 

¼ 
⅛
⅛

A

B
C
D

frequency

00
01
10
11

A
B
C
D

symbols codewords

code

Encoding size
1 bit

½ 

¼ 
⅛
⅛

0

0
1
1

1
0
1

2 bit

0

What is our information (expected surprise) we 
get after seeing each symbol?

= −∑# 𝑝# ⋅ lg 𝑝#  ?

𝑝!

We will write
log( 𝑥 = lg(𝑥) 

Entropy H(𝐩)	:

https://northeastern-datalab.github.io/cs7840/
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Compressing messages

• A "reasonable" way to encode the symbols:

• Assume we have the following symbol frequency:

Our expected message length per symbol:

2 bits!

½ 

¼ 
⅛
⅛

A

B
C
D

frequency

lg "
#
= −1 

lg "
$
= −2 

lg "
%
= −3 

00
01
10
11

A
B
C
D

symbols codewords

code

Encoding size
1 bit

½ 

¼ 
⅛
⅛

0

0
1
1

1
0
1

2 bit

0

½ 

¼ 
⅛
⅛

-1 + 

-2 +
-3 +
-3 )

⋅

⋅
⋅
⋅

What is our information (expected surprise) we 
get after seeing each symbol?

-( 

Can we match that "bound" 
w/ some encoding?= 1.75 bits! ?

𝑝!

= −∑# 𝑝# ⋅ lg 𝑝#  Entropy H(𝐩)	:

https://northeastern-datalab.github.io/cs7840/
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Compressing messages via variable length codes

• A "reasonable" way to encode the symbols:

• Assume we have the following symbol frequency:

2 bits!

½ 

¼ 
⅛
⅛

A

B
C
D

0
10
110
111

A
B
C
D

symbols codewordsfrequency

code

00
01
10
11

A
B
C
D

symbols codewords

code

Encoding size
1 bit

½ 

¼ 
⅛
⅛

0

0
1
1

1
0
1

2 bit

0

= 1.75 bits!

Intuition: more frequent 
stuff should use less space!

How can we decode that ?

Our expected message length per symbol:

𝑝!

lg "
#
= −1 

lg "
$
= −2 

lg "
%
= −3 

= −∑# 𝑝# ⋅ lg 𝑝#  Entropy H(𝐩)	:

https://northeastern-datalab.github.io/cs7840/
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Compressing messages via variable length codes

• A "reasonable" way to encode the symbols:

• Assume we have the following symbol frequency:

½ 

¼ 
⅛
⅛

A

B
C
D

0
10
110
111

A
B
C
D

symbols codewordsfrequency

code

00
01
10
11

A
B
C
D

symbols codewords

code

Prefix code (shown via binary prefix trees)

𝑝!

These two are also called a 
prefix code (or instantaneous 
or self-punctuating code). 
Notice that no codeword is a 
prefix of another codeword 
and a binary prefix tree can be 
used to uniquely decode a 
correctly encoded message0

1

A

0

0

1 1

B C D

1

0

0

1

B

A

0 1

C D

lg "
#
= −1 

lg "
$
= −2 

lg "
%
= −3 

https://northeastern-datalab.github.io/cs7840/
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Compressing messages via variable length codes

• A "reasonable" way to encode the symbols:

• Assume we have the following symbol frequency:

2 bits!

½ 

¼ 
⅛
⅛

A

B
C
D

0
10
110
111

A
B
C
D

symbols codewordsfrequency

code

00
01
10
11

A
B
C
D

symbols codewords

code

Encoding size
1 bit

½ 

¼ 
⅛
⅛

0

0
1
1

1
0
1

2 bit

0

= 1.75 bits!

What is the new expected length? ?

Our expected message length per symbol:

𝑝!

lg "
#
= −1 

lg "
$
= −2 

lg "
%
= −3 

= −∑# 𝑝# ⋅ lg 𝑝#  Entropy H(𝐩)	:

https://northeastern-datalab.github.io/cs7840/
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Compressing messages via variable length codes

• A "reasonable" way to encode the symbols:

• Assume we have the following symbol frequency:

2 bits!

New expected length: 

Encoding size
1 bit

½ 

¼ 
⅛
⅛

0

1
1
1

0
1
1

0
1

2 bit 3 bit

½ 

¼ 
⅛
⅛

A

B
C
D

0
10
110
111

A
B
C
D

symbols codewordsfrequency

code

00
01
10
11

A
B
C
D

symbols codewords

code

Encoding size
1 bit

½ 

¼ 
⅛
⅛

0

0
1
1

1
0
1

2 bit

0

½ 

¼ 
⅛
⅛

1 

2
3
3

⋅

⋅
⋅
⋅

= 1.75 bits!

= 1.75 bits!

Our expected message length per symbol:

𝑝!

lg "
#
= −1 

lg "
$
= −2 

lg "
%
= −3 

= −∑# 𝑝# ⋅ lg 𝑝#  Entropy H(𝐩)	:

https://northeastern-datalab.github.io/cs7840/
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Compressing messages via variable length codes

• Another interpretation: this is our 
assumed distribution!

• Assume we have the following symbol frequency:

2 bits!

New expected length : 

Encoding size
1 bit

½ 

¼ 
⅛
⅛

0

1
1
1

0
1
1

0
1

2 bit 3 bit

½ 

¼ 
⅛
⅛

A

B
C
D

0
10
110
111

A
B
C
D

symbols codewordsfrequency

code

00
01
10
11

A
B
C
D

symbols codewords

code

Encoding size
1 bit

½ 

¼ 
⅛
⅛

0

0
1
1

1
0
1

2 bit

0

frequency

½ 

¼ 
⅛
⅛

1 

2
3
3

⋅

⋅
⋅
⋅

= 1.75 bits!

= 1.75 bits!

Our expected message length per symbol:

¼ 

A

B

C

D

¼ 

¼ 

¼ 

𝑝!

𝑞!

lg "
#
= −1 

lg "
$
= −2 

lg "
%
= −3 

= −∑# 𝑝# ⋅ lg 𝑝#  Entropy H(𝐩)	:

https://northeastern-datalab.github.io/cs7840/
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Compressing messages via variable length codes

• What if we assume following distribution:

• Assume we have the following symbol frequency: New expected length : 

Encoding size
1 bit

½ 

¼ 
⅛
⅛

0

1
1
1

0
1
1

0
1

2 bit 3 bit

½ 

¼ 
⅛
⅛

A

B
C
D

0
10
110
111

A
B
C
D

symbols codewordsfrequency

code

frequency

½ 

¼ 
⅛
⅛

1 

2
3
3

⋅

⋅
⋅
⋅

= 1.75 bits!

= 1.75 bits!

¼ 

A

B

C
D

½ 

⅛

⅛

What should be our code
if we assumed 𝑞 as distribution??

𝑝!

𝑞!

lg "
#
= −1 

lg "
$
= −2 

lg "
%
= −3 

= −∑# 𝑝# ⋅ lg 𝑝#  Entropy H(𝐩)	:

https://northeastern-datalab.github.io/cs7840/
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Compressing messages via variable length codes

• What if we assume following distribution:

• Assume we have the following symbol frequency: New expected length : 

Encoding size
1 bit

½ 

¼ 
⅛
⅛

0

1
1
1

0
1
1

0
1

2 bit 3 bit

½ 

¼ 
⅛
⅛

A

B
C
D

0
10
110
111

A
B
C
D

symbols codewordsfrequency

code

110
0
10
111

A
B
C
D

symbols codewords

code

frequency

½ 

¼ 
⅛
⅛

1 

2
3
3

⋅

⋅
⋅
⋅

= 1.75 bits!

= 1.75 bits!

What is our expected message length per symbol
if we use that code, but 𝑝	is the actual distribution

¼ 

A

B

C
D

½ 

⅛

⅛

?

𝑝!

𝑞!

lg "
#
= −1 

lg "
$
= −2 

lg "
%
= −3 

= −∑# 𝑝# ⋅ lg 𝑝#  Entropy H(𝐩)	:

https://northeastern-datalab.github.io/cs7840/
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Compressing messages via variable length codes

• What if we assume following distribution:

• Assume we have the following symbol frequency: New expected length : 

Encoding size
1 bit

½ 

¼ 
⅛
⅛

0

1
1
1

0
1
1

0
1

2 bit 3 bit

½ 

¼ 
⅛
⅛

A

B
C
D

𝑝!

0
10
110
111

A
B
C
D

symbols codewordsfrequency

code

110
0
10
111

A
B
C
D

symbols codewords

code
𝑞!

frequency

½ 

¼ 
⅛
⅛

1 

2
3
3

⋅

⋅
⋅
⋅

= 1.75 bits!

= 1.75 bits!

Our new expected message length per symbol:

¼ 

A

B

C
D

½ 

⅛

⅛

Encoding size
1 bit

½ 

¼ 
⅛
⅛

1

0
1
1

0
1 1

2 bit 3 bit

1 0

𝑝!

lg "
#
= −1 

lg "
$
= −2 

lg "
%
= −3 

= −∑# 𝑝# ⋅ lg 𝑝#  Entropy H(𝐩)	:

https://northeastern-datalab.github.io/cs7840/
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Compressing messages via variable length codes

• What if we assume following distribution:

• Assume we have the following symbol frequency: New expected length : 

Encoding size
1 bit

½ 

¼ 
⅛
⅛

0

1
1
1

0
1
1

0
1

2 bit 3 bit

½ 

¼ 
⅛
⅛

A

B
C
D

𝑝!

0
10
110
111

A
B
C
D

symbols codewordsfrequency

code

110
0
10
111

A
B
C
D

symbols codewords
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