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Pre-class conversations

• Projects!
• Intended Topics & Feedback

• Today:
- Information Bottleneck Theory (1/2)

https://northeastern-datalab.github.io/cs7840/


156Gatterbauer, Aslam. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 

Information
Bottleneck

https://northeastern-datalab.github.io/cs7840/
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Three-step abstractions
𝑋 𝑌 𝑍 Markov chain ?What do we know?

https://northeastern-datalab.github.io/cs7840/
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Three-step abstractions
𝑋 𝑌 𝑍 Markov chain 𝐼 𝑋; 𝑌 ≥ 𝐼(𝑋; 𝑍)

𝑝 𝑥, 𝑦, 𝑧 = 𝑝(𝑥) ⋅ 𝑝(𝑦|𝑥) ⋅ 𝑝(𝑧|𝑥, 𝑦)
𝑋 ⊥ 𝑍|𝑌 

also: 𝑝(𝑦) ⋅ 𝑝(𝑥|𝑦) ⋅ 𝑝(𝑧|𝑥, 𝑦)

?𝑋 𝑌 𝑓(𝑌) Data processing inequality

https://northeastern-datalab.github.io/cs7840/
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Three-step abstractions
𝑋 𝑌 𝑍 Markov chain

𝑋 𝑌 𝑓(𝑌) Data processing inequality

𝐼 𝑋; 𝑌 ≥ 𝐼(𝑋; 𝑍)

𝐼 𝑋; 𝑌 ≥ 𝐼 𝑋; 𝑓 𝑌
Sufficient statistics𝜃 𝐗 𝑇(𝐗)

𝑝 𝑥, 𝑦, 𝑧 = 𝑝(𝑥) ⋅ 𝑝(𝑦|𝑥) ⋅ 𝑝(𝑧|𝑥, 𝑦)
𝑋 ⊥ 𝑍|𝑌 

also: 𝑝(𝑦) ⋅ 𝑝(𝑥|𝑦) ⋅ 𝑝(𝑧|𝑥, 𝑦)

?

https://northeastern-datalab.github.io/cs7840/
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Three-step abstractions
𝑋 𝑌 𝑍 Markov chain

𝑋 𝑌 𝑓(𝑌) Data processing inequality

𝐼 𝑋; 𝑌 ≥ 𝐼(𝑋; 𝑍)

𝐼 𝑋; 𝑌 ≥ 𝐼 𝑋; 𝑓 𝑌
Sufficient statistics
A statistic 𝑇	is sufficient for 𝜃 if it preserves all the information in 𝐗 about 𝜃:

𝐼 𝜃; 𝑇 𝐗 = 𝐼(𝜃; 𝐗) 𝜃 → 𝑇(𝐗) → 𝐗 also forms a Markov chain

𝜃 𝐗 𝑇(𝐗)

𝜃 ⊥ 𝐗|𝑇(𝐗) ⇔ ⇔

We want to determine 𝑌 from 𝑋. Goal: find a representation I𝑋 of 𝑋 that 
captures the relevant features, yet compresses 𝑋 by removing irrelevant parts 
that do not contribute to the prediction of 𝑌

𝑝 𝑥, 𝑦, 𝑧 = 𝑝(𝑥) ⋅ 𝑝(𝑦|𝑥) ⋅ 𝑝(𝑧|𝑥, 𝑦)
𝑋 ⊥ 𝑍|𝑌 

also: 𝑝(𝑦) ⋅ 𝑝(𝑥|𝑦) ⋅ 𝑝(𝑧|𝑥, 𝑦)

minimal sufficient: simplest mapping of 𝐗 that captures all the information in 𝐗 about 𝜃:

?

https://northeastern-datalab.github.io/cs7840/
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Three-step abstractions
𝑋 𝑌 𝑍 Markov chain

𝑋 𝑌 𝑓(𝑌) Data processing inequality

𝐼 𝑋; 𝑌 ≥ 𝐼(𝑋; 𝑍)

𝐼 𝑋; 𝑌 ≥ 𝐼 𝑋; 𝑓 𝑌
Sufficient statistics
A statistic 𝑇	is sufficient for 𝜃 if it preserves all the information in 𝐗 about 𝜃:

𝐼 𝜃; 𝑇 𝐗 = 𝐼(𝜃; 𝐗) 𝜃 → 𝑇(𝐗) → 𝐗 also forms a Markov chain

𝜃 𝐗 𝑇(𝐗)

𝜃 ⊥ 𝐗|𝑇(𝐗) ⇔ ⇔

We want to determine 𝑌 from 𝑋. Goal: find a representation I𝑋 of 𝑋 that 
captures the relevant features "max 𝐼 𝑌; I𝑋 ", yet compresses 𝑋 by removing 
irrelevant parts that do not contribute to the prediction of 𝑌: "min 𝐼 𝑋; I𝑋 ".

𝑝 𝑥, 𝑦, 𝑧 = 𝑝(𝑥) ⋅ 𝑝(𝑦|𝑥) ⋅ 𝑝(𝑧|𝑥, 𝑦)
𝑋 ⊥ 𝑍|𝑌 

also: 𝑝(𝑦) ⋅ 𝑝(𝑥|𝑦) ⋅ 𝑝(𝑧|𝑥, 𝑦)

minimal sufficient: simplest mapping of 𝐗 that captures all the information in 𝐗 about 𝜃:

https://northeastern-datalab.github.io/cs7840/
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Three-step abstractions
𝑋 𝑌 𝑍 Markov chain

𝑋 𝑌 𝑓(𝑌) Data processing inequality

𝐼 𝑋; 𝑌 ≥ 𝐼(𝑋; 𝑍)

𝐼 𝑋; 𝑌 ≥ 𝐼 𝑋; 𝑓 𝑌
Sufficient statistics
A statistic 𝑇	is sufficient for 𝜃 if it preserves all the information in 𝐗 about 𝜃:

𝐼 𝜃; 𝑇 𝐗 = 𝐼(𝜃; 𝐗) 𝜃 → 𝑇(𝐗) → 𝐗 also forms a Markov chain

𝑋 𝑌

K𝑋(𝑋) 

𝜃 𝐗 𝑇(𝐗)

𝜃 ⊥ 𝐗|𝑇(𝐗) ⇔

bigger 𝛽 (smaller 𝛽′) allows more complex representations

⇔

We want to determine 𝑌 from 𝑋. Goal: find a representation I𝑋 of 𝑋 that 
captures the relevant features "max 𝐼 𝑌; I𝑋 ", yet compresses 𝑋 by removing 
irrelevant parts that do not contribute to the prediction of 𝑌: "min 𝐼 𝑋; I𝑋 ".𝐼(𝑋; Q𝑋)↓

maximally 
informative

𝐼(𝑌; Q𝑋)↑

minimal rate
(maximally 
compressed)

"complexity" "relevance"
"accuracy" ℒ K𝑋 = 𝐼 𝑋; K𝑋 − 𝛽𝐼(𝑌; K𝑋) ℒ∗ = min

& Q2|2  
[ℒ K𝑋 ]

ℒ′ K𝑋 = 𝐼 𝑌; K𝑋 − 𝛽′𝐼(𝑋; K𝑋) ℒ′∗ = max
& Q2|2  

[ℒ′ K𝑋 ]

𝑝 𝑥, 𝑦, 𝑧 = 𝑝(𝑥) ⋅ 𝑝(𝑦|𝑥) ⋅ 𝑝(𝑧|𝑥, 𝑦)
𝑋 ⊥ 𝑍|𝑌 

also: 𝑝(𝑦) ⋅ 𝑝(𝑥|𝑦) ⋅ 𝑝(𝑧|𝑥, 𝑦)

minimal sufficient: simplest mapping of 𝐗 that captures all the information in 𝐗 about 𝜃:

𝑅"= =∆"

https://northeastern-datalab.github.io/cs7840/
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Information Bottleneck (IB)
Consider an information processing system that receives as input the signal 𝑋 and tries to 
predict a target signal 𝑌. We want to process 𝑋 to get a compressed representation of the 
input K𝑋 = 𝑓(𝑋) (the "bottleneck"), which is then used to predict 𝑌.
K𝑋is sufficient for predicting 𝑌 if it contains all the information that 𝑋 encodes about 𝑍, i.e.
𝐼 𝑌; K𝑋 = 𝐼(𝑋; K𝑋).
K𝑋 is minimal-sufficient if it is sufficient for 𝑌 and does not contain any extraneous information 
about 𝑋 which does not help in predicting 𝑌, i.e. 𝐼 𝑋; K𝑋 ≤ 𝐼(𝑋; K𝑋V) for any other sufficient 
representation K𝑋V.
The information bottleneck objective tries to strike a balance in achieving max compression 
(small complexity) while retaining as much relevant information (high accuracy) as possible

minimize ℒ K𝑋 = 𝐼 𝑋; K𝑋 − 𝛽𝐼(𝑌; K𝑋) 

bigger 𝛽V = 1/𝛽 penalizes more complex representations
maximize ℒ K𝑋 = 𝐼(𝑌; K𝑋) − 𝛽′𝐼 𝑋; K𝑋

bigger 𝛽 allows more complex representations

https://northeastern-datalab.github.io/cs7840/
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Geometry of longer block lengths:

Figure source: https://ieeexplore.ieee.org/document/7767821/ 

Independent 4-bit 
quantization:

Blocklength 𝑛 = 2 
and 4-bit per sample

𝑋1

𝑋4

𝑋1

𝑋4

https://northeastern-datalab.github.io/cs7840/
https://ieeexplore.ieee.org/document/7767821/
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Geometry of longer block lengths:

Figure source: https://ieeexplore.ieee.org/document/7767821/ 

Independent 4-bit 
quantization:

Blocklength 𝑛 = 2 
and 4-bit per sample

𝑋1

𝑋4

𝑋1

𝑋4

𝑝 K𝑋|𝑋 ... deterministic

𝑝 K𝑋|𝑋 ... stochastic

𝑥
\𝑥\𝑥

"It is simpler to describe an elephant and a 
chicken with one description than to describe 
each alone. This is true even for independent 
random variables."
[Cover, Thomas'06]

https://northeastern-datalab.github.io/cs7840/
https://ieeexplore.ieee.org/document/7767821/
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Rate-distortion code vs. k-means

Source: https://en.wikipedia.org/wiki/K-means_clustering 

Vector quantization of colors present in the 
image into Voronoi cells using k-means

Example image with only red and 
green channel (for illustration)

1="0000"

16="1111"

𝑛 = 2 channels per pixel (will be encoded together), 16 bits per pixel
𝑛𝑅 = 4 bits per pixel (2 bits per channel level), thus 16 representatives 

𝑓2$# 10 : assignment region 
for index 10 

𝑔2 10 = (135, 105): 
reconstruction of index 10 

𝒳 = @𝒳 = {0,1, … , 255} thus 8 bit resolution

15
14

13
12

11

10

9

8

7

6

5

4
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https://northeastern-datalab.github.io/cs7840/
https://en.wikipedia.org/wiki/K-means_clustering
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ℒ′ K𝑋 = 𝐼 𝑌; K𝑋 − 𝛽′𝐼(𝑋; K𝑋) 

$𝑋 𝑋 𝑌 Markov chain $𝑋 ⊥ 𝑌|𝑋 
𝑝 \𝑥, 𝑥, 𝑦 = 𝑝(𝑥) ⋅ 𝑝(\𝑥|𝑥) ⋅ 𝑝(𝑦| \𝑥, 𝑥)

ℒ′∗ = max
& Q2|2  

[ℒ′ K𝑋 ]
Q𝑋 ⊥ 𝑌|𝑋 

Optimization leads to optimal relevance-complexity pairs (∆X, 𝑅X)

relevance ∆$ rate 𝑅$ 

https://northeastern-datalab.github.io/cs7840/
https://doi.org/10.3390/e22020151
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Source: Zidi, Estella-Aguerri, Shamai. On the Information Bottleneck Problems: Models, Connections, Applications and Information Theoretic Views. Entropy, 2020. https://doi.org/10.3390/e22020151 

relevance-complexity pairs (∆X, 𝑅X)

𝑅]

∆]

with complexity 𝐼 𝑋; I𝑋 ≥ 𝑅4 and relevance 𝐼 𝑌; I𝑋 ≤ ∆4

𝑝 𝑥, 𝑦  is given 

𝑋 𝑌

K𝑋(𝑋) 𝐼(𝑋; Q𝑋)↓

maximally 
informative

𝐼(𝑌; Q𝑋)↑

minimal rate
(maximally 
compressed)

"complexity" "relevance"
"accuracy"

𝑅"= =∆"

https://northeastern-datalab.github.io/cs7840/
https://doi.org/10.3390/e22020151
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Binary Information Bottleneck

Source: Zidi, Estella-Aguerri, Shamai. On the Information Bottleneck Problems: Models, Connections, Applications and Information Theoretic Views. Entropy, 2020. https://doi.org/10.3390/e22020151 

0  

1  

0  1 − 𝑝  

1 − 𝑝  1  
𝑝

𝑝
𝑌𝑋

0.5 

0.5

0.5 

0.5

0 0  1 − 𝑞  

1 − 𝑞1 1  
𝑞

𝑞
K𝑋

0.5 

0.5

0  1 − 𝑝  

1 − 𝑝  1  
𝑝

𝑝
𝑌𝑋

0.5 

0.5

0.5 

0.5

https://northeastern-datalab.github.io/cs7840/
https://doi.org/10.3390/e22020151
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Rate distortion theory

Source: Slonim. The information bottleneck: theory and applications, PhD thesis 2002. https://citeseerx.ist.psu.edu/document?doi=f9357064ef06a30f4533901cbc956bb25af646ad 

𝑇 ... compressed representation (a quantized codebook) of 𝑋

representation is defined through a (possibly stochastic) 
mapping (condition distribution 𝑝(𝑡|𝑥)) between each 
value 𝑥 ∈ 𝒳 to each representative value 𝑡 ∈ 𝒯.

𝐼(𝑇; 𝑋) ... compression information. Also rate of a code.

Is calculated based on the joint distribution 𝑝 𝑡 𝑥 ⋅ 𝑝(𝑥)

𝐷 = 𝔼,,6 𝑑 𝑋, 𝑇 	= ∑!,7 𝑝 𝑥 ⋅ 𝑝 𝑡 𝑥 ⋅ 𝑑 𝑥, 𝑡  

The expected distortion is:

https://northeastern-datalab.github.io/cs7840/
https://citeseerx.ist.psu.edu/document?doi=f9357064ef06a30f4533901cbc956bb25af646ad


171Gatterbauer, Aslam. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 

Rate distortion theory

Source: Slonim. The information bottleneck: theory and applications, PhD thesis 2002. https://citeseerx.ist.psu.edu/document?doi=f9357064ef06a30f4533901cbc956bb25af646ad 

https://northeastern-datalab.github.io/cs7840/
https://citeseerx.ist.psu.edu/document?doi=f9357064ef06a30f4533901cbc956bb25af646ad
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Rate distortion theory

Source: Slonim. The information bottleneck: theory and applications, PhD thesis 2002. https://citeseerx.ist.psu.edu/document?doi=f9357064ef06a30f4533901cbc956bb25af646ad 

https://northeastern-datalab.github.io/cs7840/
https://citeseerx.ist.psu.edu/document?doi=f9357064ef06a30f4533901cbc956bb25af646ad
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Rate distortion theory

Source: Slonim. The information bottleneck: theory and applications, PhD thesis 2002. https://citeseerx.ist.psu.edu/document?doi=f9357064ef06a30f4533901cbc956bb25af646ad 

https://northeastern-datalab.github.io/cs7840/
https://citeseerx.ist.psu.edu/document?doi=f9357064ef06a30f4533901cbc956bb25af646ad
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Pre-class conversations

• Projects!
• Please start writing extensive feedback (you can post later)
• Today: Information Bottleneck Theory (2/2)

https://northeastern-datalab.github.io/cs7840/
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Please leave lots of textual feedback on what is most helpful

1. Motivation: foundations & intuitive applications of information theory, n >> 10
2. Topics: 

a. basics → compression/encoding → channel/transmission → distortion → IB 
b. logistic regression, cross entropy, KL divergence as loss function (even k-means)
c. axioms: intended as separate, ended up mixed into the topics (probability axioms)
d. AEP, method of types, KL divergence, proofs
e. Data management applications: information inequalities, cardinality estimation, normal forms, 

approximate acyclic schemas, explanation tables
3. Regular feedback (in both directions):

a. Quick and often project feedback. Was not always used. More guidance on projects? 
b. Scribes: quick feedback on Piazza, more time for final versions on Canvas. Any procedural way to 

improve the scribe process? Scribes vs. homeworks.
c. Online feedback form for instructors was used very rarely? Why? Can't be that you did not spot any 

errors in the slides. More interactivity (break-out sessions). Maybe more flipped (posting links upfront)
4. Other?

https://northeastern-datalab.github.io/cs7840/
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One reason why I don't post slides *before* lecture
From the preamble of one of the best physics books ever: „How to read this book“

...

...

Source: ”Thinking Physics: Understanding Practical Reality”, Lewis Carroll Epstein, 1979-2009. https://www.goodreads.com/book/show/268266.Thinking_Physics

We will also have in-class
whiteboard lectures and exercises!

https://northeastern-datalab.github.io/cs7840/
https://www.goodreads.com/book/show/268266.Thinking_Physics
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https://northeastern-datalab.github.io/cs7840/
https://doi.org/10.1073/pnas.1800521115
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𝑀 𝑈

𝑊(𝑀) 𝐼(𝑀;𝑊)↓

maximally 
informative

𝐼(𝑈;𝑊)↑

minimal rate
(maximally 
compressed)

"complexity" "relevance"
"accuracy"

𝑅"= =∆"
K𝑋(𝑋) 

𝑋 𝑌

https://northeastern-datalab.github.io/cs7840/
https://doi.org/10.1073/pnas.1800521115
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https://northeastern-datalab.github.io/cs7840/
https://doi.org/10.1073/pnas.1800521115
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𝑋 𝑌

?

https://northeastern-datalab.github.io/cs7840/
https://doi.org/10.1073/pnas.1800521115
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𝐼 𝑋; K𝑋 := 𝐻 K𝑋 − 𝐻( K𝑋|𝑋) 

=e
!, 8!

	

𝑝(𝑥) ⋅ 𝑝(\𝑥|𝑥) ⋅ lg
𝑝(\𝑥|𝑥)
𝑝(\𝑥)

e
8!

	

𝑝 \𝑥 ⋅ lg
1

𝑝 \𝑥
𝑝(\𝑥) =e

!

	

𝑝(𝑥) ⋅ 𝑝(\𝑥|𝑥)	

𝑋 𝑌

=e
!

	

𝑝 𝑥 ⋅e
8!
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Color naming
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Relational Query Patterns
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πAR	−πA((πAR	×	S)	−	R)

I(x)	:−	R(x,	_),	S(y),	¬R(x,	y)
Q(x)	:−	R(x,	_),	¬I(x)

Datalog¬
2. Pattern similarity (across different schemas) R(A,B), S(B)

Q
A A A

BB
A

R R
S

R

What about different schemas? “Similar patterns” for 
queries which are not logically equivalent

RELATIONAL PATTERN (informal):

2. Treat each repeated table as different 
(“dissociated queries”)

3. The logical function defined by that query 
and table signature is its relational pattern

1. Only focus on extensional atoms of a query

𝜋sidSailor	−	𝜋sid(𝜋sid,bid(Sailor	×	Boat)	−	𝜋sid,bidReserves)

Q

sname Boat

bid

Reserves

bid

sid

Sailor

sid

Sailor

sid

Relational Algebra:

Relational Diagram:
Q: “Find sailors who reserved all boats”

R1 Sailor1
R1⟶Sailor1
A⟶sid 

R3R2 Sailor2

via appropriate renamings of constants 
and names (or positional permutation)

Source: Gatterbauer, Dunne, On the Reasonable Effectiveness of Relational Diagrams: SIGMOD 2024. https://doi.org/10.1145/3639316  , https://relationaldiagrams.com/ 
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