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Last time Today MetTieT--
- -

· Decision Trees · Method of Types
·

MDL Applications to

statistics

- Large Deviation

theory
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Review : AEPTypical Sets

Def : Theal A with respect to plx) is the set

of all sequences (x--XuEXV such that

-
n (H(x) +2) -

n(H(x)- e)

2 => plxie--xn) = 2
↑ empirical probability of sequence

https://northeastern-datalab.github.io/cs7840/
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Upshot :

-
n (H(x) +2) -

n(HI-2) a typical sequence has

· 2 => plxie--xn) = 2 empical probability
~ 2

-nH(x)

· (A) - 24
(H(x)+) there are

· (Aak1 = (1-d)2CH(4-1)
~ 24 H(x)

typical sequences

· Pr[A] > I-E for n sufficiently large
typical sequences
cortain almost all

probability

https://northeastern-datalab.github.io/cs7840/
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#P,
Weak Typicality , Strong Typicality & Method of Types

Example : P = (1
,
"
,
"") H(p) = 13

Weak) Typical Set: A St. (H+ PWxa) - 2-
(H1-3)

n= 16 : This should be "typical"
18 , 4, 2 , 2) => Prob= (12)% (1) (% (10)

- to to to "-o
= 56 . isly

· What about(4
,
13
,
0
,
0) ?

Po = ( %) (y)= ty=20 (weakly) typical,
but our intuition
is that it is "unusual"

https://northeastern-datalab.github.io/cs7840/
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( , 1, 0 , 0) is sweakly) "typical" but not expectedat

ItNIal-Pla)I if Pal >0strong typicality : AtIG) N/g() =0 if Pla)=0

Sample result : Q"(+P)) = 2-nD(P1Q)

https://northeastern-datalab.github.io/cs7840/
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MoT Setup :

· Let:- An be a sequence of length n drawn

from a dot Q over an alphabet = Sa , 9 . --a

Def : The Eye P of a sequence is the extrical distribution
associated / E

,
i. e. Polal = Noel fazy

whereNale) is the #a's in F

Def : Let oh denote the set of types of denominator n

Examples : 6 sided dre
,
n= S ,
* = 13464

P = (,)

9 =5(7)
,(, . , (5 , 55 , 8 ,583

https://northeastern-datalab.github.io/cs7840/
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1Pn1 = (nl balls-in-bis argument
e . S. E-sided die / n= 5

/ => we are throwing I ballsThe : 191 - Inv) into 6 bris

Pf: a type
,
for each symbol , hasavariable numerator

and a fixed denominator
--

· unmerator can only take on uol values
30

, %--14)

1x1 symbols can each take on these latmost) no values

=> Curlx/ signores constraints 3) dependencies , so upper bound)
Det : For any Peer , the class of P is

the set of sequences c) type P

T(p) = Sey" : P = P)

https://northeastern-datalab.github.io/cs7840/
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# If X
, X2- Yn are draw ind according to Q ,

then the probability of I depends only on its type and is

Q" (2) = 2
- n(H(P) + D(PQ))

↳ D=i

= QaNa
n. P= (a)

= TQ(a)
atx

=InPla) Ig Q(a)
a-Y

=
n (Py(a) (gQ(a) - Pylal(gPla) + Pylal(gPal)

atX

https://northeastern-datalab.github.io/cs7840/
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=
n(PfaQ(a)-Palga all

= 2n)-Py(a)l + Pola (gP(a)

= zn/-DIPQ) -Hl)

https://northeastern-datalab.github.io/cs7840/
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-Laurthea Types
Today Nexttwise
Contine MoT · Finish applications

· Sarov's Theorem
of MoT

- if needed
· Applications

Back to Wolfgang

Q1 : Q"() ? - Prob of seg in type class

Q2 : ITIP)) ? - size of type class

Q3 : Q"(TP)) ? - prob of type class

https://northeastern-datalab.github.io/cs7840/
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Q1 : Q"(E) ? - probability of sequence in type class

Al : Last time ...

Q" (2) = 2
- n(H(P) + D(PQ))

Corollary : If I in type class of Q ,
then

Q(x) = 2
-n(H(a) + D(qnq))

= 2
-
nH(a)

=> Generalizes AEP results to typicaleequences

https://northeastern-datalab.github.io/cs7840/
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&2 : Ital ? - size of type class

Ad : For any type PE Ph
,

-H2UHP)I 2

Pf : (upper bond

1 = Ph (TP))

=> [Ph(E) corollary : If > in type class of Q ,
then

*- MP) Q(x) = 2
-n(H(a) + D(qnq))

= 42
- nH(p)

= 2
-
nH(a)

GETIP)

= IHill . 2
- HCP)

=> Ittil-enHp)

https://northeastern-datalab.github.io/cs7840/
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Pf : (lowerboard)a2- 2uH(p) Itl
claim : "Ittpl) = Ph(TP) # Pe On

= TIP) is the most probable type class under P ;

unsurprising but technical result-see text

then... 1 = EPL(TA) [maxp(Ta= PC
QeP gePn P-Pn

=> (4) · p"(HP) = 11 · [pa)
-+p)

=> 191.GHI .I.

=> ItP1=up t
191

Since IPhlS (nt

https://northeastern-datalab.github.io/cs7840/
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Q3 : Q"(TP) - probability of a type class

A3

: InDIPHIDIP(p) 2
D

Pf: Combine Q1$Q2

Q1 : Q"() = 2
- n(H(P) + D(PQ))

92:H2HPI

=> Generalizes AEP results totypicalSets

https://northeastern-datalab.github.io/cs7840/
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TargeDeviation Theory : Bounding the probability of "rare" events

· Let E be a subset of probability mass functions,

defining a "rare" event

e.g. Roll a fair b-sided die n times
- rare event of interest

may be having mean die roll being at least 4

=>I would be all distributions over 6 die
faces S.t.

mean ? 4
,
such as 10 , 0, 0 , 1 , 0,0 or 10, 0, %, 0, , 0)...

· We wish to bound

↑ (E)= (E) = Ea"(
X: BEE1P
-

type classes that are

possible and of interest
-

https://northeastern-datalab.github.io/cs7840/
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Sanov's theorem :

· Let X
,, Yh

,
--

,
Yo be drawn :i .d . Fran Q.

· Let Ed o be a set of probability distributions

- defining a "rare" event

Then
-
nD(pa) I-nD(pHQ)

&"(E) = Q"(EnP) /Pul · 2 -
> (wt) 2

where p = arguin DPI) distribution in
E closest toa

in KL-divergence

#

https://northeastern-datalab.github.io/cs7840/


80Aslam, Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 

Proof Idea :

- we need to bound probability of every rare event in E

- they are grouped into finite setofreclasses (ii red
- prob of type classes drop off exponentially in KL-divergence
from Q

- can bound by closest dist . in E

↳ weak bound that can be

Strengthened

actual
type
classes

O↳

https://northeastern-datalab.github.io/cs7840/
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Pf :

PEE1P mQ"(E) = EQ" (HP) X- E2-2. Dipua) ·

Q
PeerP

=> E max 2-1
. DIPUQ)

PEERP PeEnP -nD/PHQ)
mindpla) (H) = 2

= z peenen

PeEnP

- zun in DPI
PEENP

= 2- n
. D(pFQ)

PEENP

= 191 · 2-n
· D(PF1Q)

- (nx)! 2-n . D(pFQ)

https://northeastern-datalab.github.io/cs7840/
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Note 1 : If Q isuniform
,
then pmin DPHQ)its

PlP14u
= Ig(x) + EPla) I play

= (g( - H(P)

S

P
PEE

So min DipHa) = Max H
=> want max , ent, dist. P

subject to constraint E

https://northeastern-datalab.github.io/cs7840/
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Note 2 : /Improved Sanov)

If ES Op isanex set of probability
distributions

,

then

QUE) = (E1)2
- D(p19)

where p= angmin D(PIQ)
Pt

(x1
· Don't need the IPul > (n) factor

·Convex : (FPPinE) (Vote) XPIREE

· Many "rare" events of interest are convey sets

https://northeastern-datalab.github.io/cs7840/


84Aslam, Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 

Note 3 : Conditional Limit them

If ES Op isanex set of probability
distributions

,

* X.- Xn are draw did according to Q ,
and PE

then

Pr(X =a (PE) -> pi(a)

in probability ashe a where

↑* = any min D(PIQ) #
Pt

In other words
,

the conditional distribution of X,

given that PFEE ,
is close to p for large n .

=> It will look like your sequence is drawn according to p

https://northeastern-datalab.github.io/cs7840/
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Example : Roll fair 6-sided die 100 times
,

what is probability that average die roll :Y ?

Solution : · Eis convex (why !)

=> (E) = 2-In
. D/plQ)

where p = arguin DIPIQ)
PEE

· Q is uniform- p = angmax H(P)
P-E

· Need max. ent. dist . => Lagrange multipliers

J(p
,
X
,
x) = H(p) + X ,)EPstraint
-

https://northeastern-datalab.github.io/cs7840/
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Solve
... PA = (0 .

1031
,
0 . 1227

,
0 . 1461

,
0 . 1740

,
0 . 2072

,
0. 2468)

Compare to : Q = 10 . 1666
,
0 . 1666

,
0 . 1666, 0 .

1666
,
0 . 1666

,
0 . 1666)

D(p * ((Q) = 0 . 0624

So
,
Qu(E) -2

-100 · 0.062y

= 2
-
6 . 24

= 0 . 0132

about 1 .32%

n= 100... 2
- 100 · 0 .0624 2-60 .247

.
34YX10-19 !

Also
, by Conditional Limit therem ,

you are likely to have seen

about PP fractions of 1
,
ds
,
3s
, ..

https://northeastern-datalab.github.io/cs7840/
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↓beDeviation Theory : Bounds on tail ("rare") events

Bounds tend to bee...

O general but weak - Markov
, Chebyshev

② strong but specific
- Chernoff & Hoeding for binomial

distribution

③ Information theory - general and strong (Sanoul

w/ Intuitius (Conditional LimitTheorem)

④ Central LimitTherem $ Normal approximation

- reasonably strong

-reasonably general
can't handle a dice - approximate : not a true bound
example like

, - no intuition like Conditional Limit the

"mean = 4 and no 2s".

Sanow is more general

https://northeastern-datalab.github.io/cs7840/
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① Markov's Frequality
Distribution of Income

Let X be any non-negativer. V. #
Then

Pr[X =a] < E
In come

Pf : E[X]=x pla de
E
.g. If mean household

income is $60K
,
what

=go plady is bound on fraction of

households w/ income
= a pla dy

at least $240K ?

= a. PrEXE9] PrEXILYO] My
E PrSXza]s

EGx]
a

https://northeastern-datalab.github.io/cs7840/
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② Chebysheo's Frequality
Let X be.U. with meanu Variance 52

then Pr[IXm/ >S]
or

, letting & = k.

Pr [Ixml > kr]=2

Pf : Let Y = (X-UK - Yis a non-neg. rU. So Markow applies

Pr[4182]P Suice ELIXMR) = r

=> Pr[IX-M =83- Since YISIxmlS

E
. g. If M= $60K then Pr (X2 $240k] = Pr ((X-$604/ = 180k]

5= $30k - (301/11801d = 0 . 0277

https://northeastern-datalab.github.io/cs7840/
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③ Chernoff/Hoeffding for Binaial Distributions (coin flips)

Commen forms !

⑨ Relative OSB11
- Bimp/2

LE (p . m ,
(1B(mp) = e Rempls

GE (p . m, (HB)mp)
- e-

③ Additive 2im

(E)p ,
m
,
m(p-c))-e

2cm

GE (p ,
m
,
m(ptl) -e

Note : For small p , relative error bounds
are better , while

for large p , additive error bounds are
better. Threshold

is P =Ily for LE bounds & p= 1 for GE bounds

https://northeastern-datalab.github.io/cs7840/
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⑦ Normal Approximation via Central Lvisit Theorem

CLT : X, --Xn Sequence of Did. N. V . WI M$82 , then

X=Xi NJMN ,
win

or= N(m,

=> sums or averages will eventually look
like

a normal /Gaussian) distribution

=> use fail of normal distribution to approximate

tail of actual event

= it's an approximation and fail of
normal does not

have a closed from

https://northeastern-datalab.github.io/cs7840/
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Example : · Flip a fair coin 1000 times
·

what is likelihood of seeing at least 700 heads ?

· should be very unlikely ; but just how unlikely ?
· Since it's so unlikely , we will look at In prob.

① Markov Pr[X2a3sE
PrEX27003=- 0 . 336

(so prob = et036)

② Chebysher Pr[IXMIS] M= up = 500

22 nplrp) = 1000/y = 250

Pr [IX-5001 = 2003-
= 0, 00625

&prob=
- 5

.
075

https://northeastern-datalab.github.io/cs7840/
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③ Relative (Chernoff)

GE(m
, P , mpIHR))

-e-mp
1000- 10

.4
=> GE (1000,2

,
1000. (10 .4)) -e

-1000· E . 104 Is

= -26 . 65

⑦ Additive (Hoeffdwigh
GE)m

, p , miptal) -
e-ama

- 2 . 100 · (02)[
GE (1000

,
"
,

1000 (1 + o .2l) - e

&rob = -2 . 1000 . 10.2)" = -So

https://northeastern-datalab.github.io/cs7840/
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⑤ Sarow : En unnex

(whyll=> 2-nD(pla)
pf = (0 .7

,
93) (why?

Q = (k
,
1)

D) (pE11Q) = 0 . 119

2
-
1000 . 0 .119-11

rob= -He-Ind = - 82 . 485

⑥ Normal via (5..b = - 83 . 46 (but an anoximation

https://northeastern-datalab.github.io/cs7840/

