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Deriving 
Logistic regression
(and the SoftMax)

from Max Entropy and 
the Balance Equations

Following derivation and terminology of "balance equations" is based on following nice write-up: "John Mount. The 
equivalence of logistic regression and maximum entropy models, 2011: 
https://github.com/WinVector/Examples/blob/main/dfiles/LogisticRegressionMaxEnt.pdf  
"Balance equations" is the terminology used in Markov chains: https://en.wikipedia.org/wiki/Balance_equation 

https://northeastern-datalab.github.io/cs7840/
https://github.com/WinVector/Examples/blob/main/dfiles/LogisticRegressionMaxEnt.pdf
https://en.wikipedia.org/wiki/Balance_equation
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Non-homogenous linear combination of features

𝑦 = 𝑎𝑥 + 𝑏

0 𝑥

𝑦

https://northeastern-datalab.github.io/cs7840/
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Non-homogenous linear combination of features

𝑦 = 𝑎𝑥 + 𝑏

1

2

20 𝑥

𝑦

𝑏 =
𝑎 = ?

https://northeastern-datalab.github.io/cs7840/
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Non-homogenous linear combination of features

𝑦 = 𝑎𝑥 + 𝑏

𝑦 = 𝐚𝐱

𝑏 = 1

𝑎 = 0.5

𝑦 = 0.5𝑥 + 1

𝑦 = S.T
#

/
#  

𝑦 = 𝑎#𝑥# + 𝑎=𝑥= +⋯𝑎U𝑥U + 𝑎S

𝑦 = 𝐚𝐱
𝑎'
𝑎%
⋮
𝑎(

1
𝑥%
⋮
𝑥(

 =

(m+1)-dimensional 
parameter vector

1

2

20 𝑥

𝑦

https://northeastern-datalab.github.io/cs7840/
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Predictors Response
day (O)utlook (T)emp. (H)umidity (W)ind (C)lass

1 sunny hot high weak no
2 sunny hot high strong no
3 overcast hot high weak yes
4 rain mild high weak yes
5 rain cool normal weak yes
6 rain cool normal strong no
7 overcast cool normal strong yes
8 sunny mild high weak no
9 sunny cool normal weak yes

10 rain mild normal weak yes
11 sunny mild normal strong yes
12 overcast mild high strong yes
13 overcast hot normal weak yes
14 rain mild high strong no

Our earlier formal setup from decision trees

𝐱!, 𝑦!

Example from [Mitchell'97]. Introduction to Machine Learning, 1997. https://www.cs.cmu.edu/~tom/files/MachineLearningTomMitchell.pdf 

Columns denote 𝑚 = 4 features 𝑋$ $%&
'

. 

EXAMPLE: Classifying days based on weather conditions.

• Problem Setting
- Set of possible instances 𝒳 = 𝒳!✕…✕𝒳"
- Set of possible labels 𝒴 = {yes, no} with size 

𝑘 = |𝒴| = 2 (binary)
- Unknown target function 𝑓:𝒳 → 𝒴
- Set of function hypotheses 𝐻 = {ℎ|ℎ:𝒳 → 𝒴}

• Input: training examples of unknown 
target function 𝑓
𝐱!, 𝑦! !"#

$ = 𝐱#, 𝑦# , … , 𝐱$, 𝑦$
• Output: Hypothesis ℎ ∈ 𝐻	that best 

approximates 𝑓
Rows denote labeled instances 𝐱( , 𝑦( . 

Domain 𝒳) of feature 𝑋) is {high, normal}

Class label 𝑦( denotes weather a particular event happened.

REPETITION

https://northeastern-datalab.github.io/cs7840/
https://www.cs.cmu.edu/~tom/files/MachineLearningTomMitchell.pdf
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Preparing the Tennis classification example for regression

Example from [Mitchell'97]. Introduction to Machine Learning, 1997. https://www.cs.cmu.edu/~tom/files/MachineLearningTomMitchell.pdf 

Predictors Resp.
Outlook Temp. Hum. Wind Play

day s o r h m c h n w s n y
1 1 1 1 1 1
2 1 1 1 1 1
3 1 1 1 1 1
4 1 1 1 1 1
5 1 1 1 1 1
6 1 1 1 1 1
7 1 1 1 1 1
8 1 1 1 1 1
9 1 1 1 1 1

10 1 1 1 1 1
11 1 1 1 1 1
12 1 1 1 1 1
13 1 1 1 1 1
14 1 1 1 1 1

Predictors Response
day (O)utlook (T)emp. (H)umidity (W)ind (C)lass

1 sunny hot high weak no
2 sunny hot high strong no
3 overcast hot high weak yes
4 rain mild high weak yes
5 rain cool normal weak yes
6 rain cool normal strong no
7 overcast cool normal strong yes
8 sunny mild high weak no
9 sunny cool normal weak yes

10 rain mild normal weak yes
11 sunny mild normal strong yes
12 overcast mild high strong yes
13 overcast hot normal weak yes
14 rain mild high strong no

Converting categorical variables into indicators

https://northeastern-datalab.github.io/cs7840/
https://www.cs.cmu.edu/~tom/files/MachineLearningTomMitchell.pdf
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Preparing the Tennis classification example for regression

Predictors Resp.
Outlook Temp. Hum. Wind Play

day s o r h m c h n w s n y
1 1 1 1 1 1
2 1 1 1 1 1
3 1 1 1 1 1
4 1 1 1 1 1
5 1 1 1 1 1
6 1 1 1 1 1
7 1 1 1 1 1
8 1 1 1 1 1
9 1 1 1 1 1

10 1 1 1 1 1
11 1 1 1 1 1
12 1 1 1 1 1
13 1 1 1 1 1
14 1 1 1 1 1

𝐗 𝐘
Converting categorical variables into indicators

Python file 212, choice 4: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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Preparing the Tennis classification example for regression

𝐗 𝐘

𝑚 = 10

𝑛 = 14

𝑘 = 2 

𝑋'

𝐱(, 𝐲(

𝑌)

We will actually approximate the label 
indicators and fit an 𝑘-dimensional
estimate function:
 𝐩 𝐱( ) ≈ 𝑦(,)

We want to learn a target function 
that fits the labels well:
 𝑓 𝐱( ≈ 𝑦(

This is the original label ∊ [𝑘]

This is an indicator ∊ {0,1}

Converting categorical variables into indicators

Python file 212, choice 4: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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Preparing the Tennis classification example for regression

𝐗 𝐘

𝑚 = 10

𝑛 = 14

𝑘 = 2 

What you get if you put it into
sklearn LogisticRegression

𝑋'

𝐱(, 𝐲(

𝑌)

We will actually approximate the label 
indicators and fit an 𝑘-dimensional
estimate function:
 𝐩 𝐱( ) ≈ 𝑦(,)

We want to learn a target function 
that fits the labels well:
 𝑓 𝐱( ≈ 𝑦(

This is the original label ∊ [𝑘]

This is an indicator ∊ {0,1}

Why so bad? ?

Python file 212, choice 4: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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Preparing the Tennis classification example for regression

𝐗 𝐘

𝑚 = 10

𝑛 = 14

𝑘 = 2 

Default
regularization:
𝐶 = 1 

Almost no 
regularization:
𝐶 = 1𝑒5 𝑋'

𝐱(, 𝐲(

𝑌)

We will actually approximate the label 
indicators and fit an 𝑘-dimensional
estimate function:
 𝐩 𝐱( ) ≈ 𝑦(,)

We want to learn a target function 
that fits the labels well:
 𝑓 𝐱( ≈ 𝑦(

This is the original label ∊ [𝑘]

This is an indicator ∊ {0,1}

Actually fits perfectly J  
Just need to tone down 
regularization...

Python file 212, choice 4: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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A more interesting example

Why more interesting?
𝐗 𝐘

Python file 212, choice 3: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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A more interesting example

𝐗 𝐘

Default regularization
𝐶 = 1 

𝐩(𝐗)

Python file 212, choice 3: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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A more interesting example

𝐗 𝐘 𝐩(𝐗)

Default regularization
𝐶 = 1 𝐶 = 100

Almost no regularization
𝐶 = 1𝑒5 

𝐩(𝐗) 𝐩(𝐗)

Python file 212, choice 3: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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Balance Equations of Logistic Regression

Terminology of "Balance Equations" from "John Mount. The equivalence of logistic regression and maximum entropy models, 2011: https://github.com/WinVector/Examples/blob/main/dfiles/LogisticRegressionMaxEnt.pdf 
Python file 212, choice 3: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

𝐩(𝐗)𝑗 = 2 𝑐 = 1𝐗 𝐘 𝑐 = 1

Y:- 𝐩 𝐗 :-𝐗:.

https://northeastern-datalab.github.io/cs7840/
https://github.com/WinVector/Examples/blob/main/dfiles/LogisticRegressionMaxEnt.pdf
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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Balance Equations of Logistic Regression

Python file 212, choice 3: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

𝐗 𝐘 𝐩(𝐗)𝑗 = 2 𝑐 = 1

𝐗:. ⋅ Y:- 𝐗:. ⋅ 𝐩 𝐗 :-

𝑐 = 1
For the data points in the training 
data with a positive attribute 
(here coordinate X2=1): 
• the count of observations with 

positive responses equals
• the summed probability mass of 

the fitted estimate function

The dot product is usually a measure 
of how much two vectors are aligned

Idea: "Summaries of the training 
data are preserved by the model."

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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Balancing Equations of Logistic Regression

Python file 212, choice 3: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

𝐗 𝐘 𝐩(𝐗)𝑗 = 2 𝑐 = 1

𝐗:. ⋅ Y:- = 3 𝐗:. ⋅ 𝐩 𝐗 :-S
/01

2

𝑥/. ⋅ 𝑦/- = =S
/01

2

𝑥/. ⋅ 𝐩 𝐱/ -= 3

𝑐 = 1
For the data points in the training 
data with a positive attribute 
(here coordinate X2=1): 
• the count of observations with 

positive responses equals
• the summed probability mass of 

the fitted estimate function

Idea: "Summaries of the training 
data are preserved by the model."

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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Balancing Equations of Logistic Regression

Python file 212, choice 3: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

𝑐 = 2𝐗 𝐘 𝐩(𝐗)𝑗 = 2 𝑐 = 2

= 3 = 3

For the data points in the training 
data with a positive attribute 
(here coordinate X2=1): 
• the count of observations with 

positive responses equals
• the summed probability mass of 

the fitted estimate function

Idea: "Summaries of the training 
data are preserved by the model."

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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Balancing Equations of Logistic Regression

Python file 212, choice 3: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

𝑗 = 3𝐗 𝐘 𝐩(𝐗)𝑐 = 2 𝑐 = 2

= 3 = 3

For the data points in the training 
data with a positive attribute 
(here coordinate X2=1): 
• the count of observations with 

positive responses equals
• the summed probability mass of 

the fitted estimate function

Idea: "Summaries of the training 
data are preserved by the model."

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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Balancing Equations of Logistic Regression

Python file 212, choice 3: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

𝑗 = 3𝐗 𝐘 𝐩(𝐗)𝑐 = 2 𝑐 = 2

= 3 = 3

Default regularization
𝐶 = 1 𝐶 = 100

Almost no regularization
𝐶 = 1𝑒5 

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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Balancing Equations apply only to LogReg w/o regularization!

Python file 212, choice 3: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

𝑗 = 3

= 2.96 = 2.45

𝐗 𝐘 𝐩(𝐗)𝑐 = 2 𝑐 = 2

= 3 = 3

Default regularization
𝐶 = 1 𝐶 = 100

Almost no regularization
𝐶 = 1𝑒5 

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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Balancing Equations

Python file 212, choice 5: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

𝐗 𝐘 𝐩(𝐗)

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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Balancing Equations

Python file 212, choice 5: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

𝑗 = 3𝐗 𝐘 𝐩(𝐗)

= 3 = 3

𝑐 = 2 𝑐 = 2

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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Balancing Equations as Desiderata
We want to find an estimate function with 𝐩 𝐱) * ≈ 𝑦),* We observe the following "Balancing Equations" 

of logistic regression:

Fix a particular attribute (coordinate) (here 𝑗 = 2) 
and a category (here 𝑐 = 2)

"Summaries of the training data are preserved 
by the model."

The sum of category 𝑐 (number of times category 𝑐 
is true) in the training data when attribute 𝑗	is true

is equal the sum of probability mass the model 
places on that category 𝑐 summed across all data 
when attribute 𝑗	is true

𝐗:- ⋅ Y:* =6
).%

/

𝑥)- ⋅ 𝑦)*

𝐗:- ⋅ 𝐩 𝐗 :* =6
).%

/

𝑥)- ⋅ 𝐩 𝐱) *

Terminology of "Balancing Equations" from " Mount. The equivalence of logistic regression and maximum entropy models, 2011: https://github.com/WinVector/Examples/blob/main/dfiles/LogisticRegressionMaxEnt.pdf 

Python file 212, choice 5: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

𝐗:- ⋅ Y:* = 2 𝐩 𝐗 :* ⋅ 𝐗:- = 2

𝐗 𝐘 𝐩(𝐗)𝑗 = 2 𝑐 = 2 𝑐 = 2

https://northeastern-datalab.github.io/cs7840/
https://github.com/WinVector/Examples/blob/main/dfiles/LogisticRegressionMaxEnt.pdf
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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Deriving multinomial logistic regression with Max Entropy

S
/01

2

𝐩 𝐱/ - ⋅ 𝑥/. =S
/01

2

𝑦/- ⋅ 𝑥/.

𝐩 𝐱 - ≥ 0 for any 𝐱 ∈ ℝ3, 𝑐 ∈ [𝑘]

S
-01

3

𝐩 𝐱 - = 1 for any 𝐱 ∈ ℝ3

For which the balancing equations hold over the training set:

We make no other assumptions. Well, we want to maximize the entropy of that distribution over our training set

max S
/01

2

𝐻 𝐩 𝐱/

This inequality turns out to be a bit hard: 
Because of the inequality we would have to 
use KKT (Karush-Kuhn-Tucker) instead of 
simpler Lagrange. We ignore this for now and 
later check if the solution also satisfies it

= max −S
/01

2

S
-01

3

𝐩 𝐱/ - ⋅ lg 𝐩 𝐱/ -  

We want to find a probability distribution 𝐩 𝐱

4

2

3

1

for any 𝑖 ∈ [𝑛] and 𝑐 ∈ [𝑘]

https://northeastern-datalab.github.io/cs7840/
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Deriving multinomial logistic regression with Max Entropy

+S
.01

4

S
-01

3

𝜆.,- S
/01

2

𝐩 𝐱/ - ⋅ 𝑥/. −S
/01

2

𝑦/- ⋅ 𝑥/.  

−S
/01

2

S
-01

3

𝐩 𝐱/ - ⋅ lg 𝐩 𝐱/ -  𝐿 =

+S
/01

2

𝛽/ S
-01

3

𝐩 𝐱/ - − 1

4

2

3

for any 𝑖 ∈ [𝑛] and 𝑐 ∈ [𝑘]

What next ?

https://northeastern-datalab.github.io/cs7840/
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Deriving multinomial logistic regression with Max Entropy

+S
.01

4

S
-01

3

𝜆.,- S
/01

2

𝐩 𝐱/ - ⋅ 𝑥/. −S
/01

2

𝑦/- ⋅ 𝑥/.  

−S
/01

2

S
-01

3

𝐩 𝐱/ - ⋅ lg 𝐩 𝐱/ -  𝐿 =

+S
/01

2

𝛽/ S
-01

3

𝐩 𝐱/ - − 1

𝜕
𝜕𝐩 𝐱/ -

𝐿 =

+𝛽/

− lg 𝐩 𝐱/ - − 1
67 8

 

𝑥 ⋅ lg 𝑥 9 = 𝑥 1
: 67 8

+ lg 𝑥  

+S
.01

4

𝜆.,- ⋅ 𝑥/. = 0

𝛌- ⋅ 𝐱/for any 𝑖 ∈ [𝑛] and 𝑐 ∈ [𝑘]

for any 𝑖 ∈ [𝑛] and 𝑐 ∈ [𝑘]

https://northeastern-datalab.github.io/cs7840/
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Let's derive multinomial logistic regression based on Max Entropy
− lg 𝐩 𝐱/ - − 1

67 8
+ 𝛽/ + 𝛌- ⋅ 𝐱/ = 0 for any 𝑖 ∈ [𝑛] and 𝑐 ∈ [𝑘]

lg 𝐩 𝐱/ - = 𝛌- ⋅ 𝐱/ + 𝛽/ −
1

67 8
 

𝐩 𝐱/ - = 𝑒𝛌+⋅𝐱,>?,@
-

./ 0  
now we also see 𝐩 … - ≥ 0 
because of exponential form= 𝐶 ⋅ 𝑒?, ⋅ 𝑒𝛌+⋅𝐱,

𝑒1
1

23 4 ≈ 0.236 ... some constant 𝐩(𝐗)
𝐩 𝐱/ - = 𝐩 𝐗/ -

𝑖

𝑐
Now we need to solve for some of the free variables. 

What do we do?

1

https://northeastern-datalab.github.io/cs7840/
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Let's derive multinomial logistic regression based on Max Entropy
− lg 𝐩 𝐱/ - − 1

67 8
+ 𝛽/ + 𝛌- ⋅ 𝐱/ = 0 for any 𝑖 ∈ [𝑛] and 𝑐 ∈ [𝑘]

lg 𝐩 𝐱/ - = 𝛌- ⋅ 𝐱/ + 𝛽/ −
1

67 8
 

𝐩 𝐱/ - = 𝑒𝛌+⋅𝐱,>?,@
-

./ 0  
now we also see 𝐩 … - ≥ 0 
because of exponential form

6
*.%

0

𝐩 𝐱 * = 1 𝐶 ⋅S
-01

3

𝑒𝛌+⋅𝐱,>?, = 1

Now we need to solve for some of the free variables. 

⇒

= 𝐶 ⋅ 𝑒?, ⋅ 𝑒𝛌+⋅𝐱,

𝑒1
1

23 4 ≈ 0.236 ... some constant

𝐩 𝐱/ - =
𝑒𝛌+⋅𝐱,

∑/013 𝑒𝛌,⋅𝐱,

𝐶 ⋅ 𝑒?,S
-01

3

𝑒𝛌+⋅𝐱, = 1

𝑒?, =
1

𝐶 ⋅ ∑-013 𝑒𝛌+⋅𝐱,

𝐩 𝐱 - =
exp 𝛌- ⋅ 𝐱

∑/013 exp(𝛌/ ⋅ 𝐱)

Luckily we have a normalizing constraint by summing over the 𝑐 ∈ [𝑘]

⇒

We still have to solve for 
the free parameters (using 
numerical methods), but we 
now know what the function 
is: the softmax!

https://northeastern-datalab.github.io/cs7840/
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Normal distribution (probit) vs. Logistic distribution (logit)

Source: Cramer, The origins and development of the logit model, 2003 (extended book chapter). https://www.cambridge.org/ua/download_file/204947/ 

...

https://northeastern-datalab.github.io/cs7840/
https://www.cambridge.org/ua/download_file/204947/
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Normal distribution (probit) vs. Logistic distribution (logit)

Source: Cramer, The origins and development of the logit model, 2003 (extended book chapter). https://www.cambridge.org/ua/download_file/204947/ 

......

Based on the CDF of the Normal distribution

https://northeastern-datalab.github.io/cs7840/
https://www.cambridge.org/ua/download_file/204947/
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Probit model (Normal distr.) vs. Logistic regression (logit model)

Figure from: https://bookdown.org/cuborican/RE_STAT/linear-probability-probit-logit.html , https://bookdown.org/machar1991/ITER/11-2-palr.html , 
https://www.probabilitycourse.com/chapter4/4_2_3_normal.php 

The probit model uses Φ, the CDF (Cumulative 
Distribution Function) of the Normal Distribution 
and looks similar to the logistic function

Probit model

https://northeastern-datalab.github.io/cs7840/
https://bookdown.org/cuborican/RE_STAT/linear-probability-probit-logit.html
https://bookdown.org/machar1991/ITER/11-2-palr.html
https://www.probabilitycourse.com/chapter4/4_2_3_normal.php
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Probit model (Normal distr.) vs. Logistic regression (logit model)

Figure from: https://bookdown.org/cuborican/RE_STAT/linear-probability-probit-logit.html , https://bookdown.org/machar1991/ITER/11-2-palr.html , 
https://www.probabilitycourse.com/chapter4/4_2_3_normal.php 

The probit model uses Φ, the CDF (Cumulative 
Distribution Function) of the Normal Distribution 
and looks similar to the logistic function

Probit model

Logistic function has 
slightly fatter tails

Also, the logistic model is a mathematically 
simpler model (CDF has a simple closed form)

https://northeastern-datalab.github.io/cs7840/
https://bookdown.org/cuborican/RE_STAT/linear-probability-probit-logit.html
https://bookdown.org/machar1991/ITER/11-2-palr.html
https://www.probabilitycourse.com/chapter4/4_2_3_normal.php
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Normal distribution (probit) vs. Logistic distribution (logit)

Python file 204: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

Logistic distributionNormal distribution

PDF

CDF 𝐹 𝑥 =
1

1 + 𝑒1
"12
3

𝑓 𝑥 =
1

𝜎 2𝜋
𝑒1

"12 !

!4!

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks


174Gatterbauer, Aslam. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 

Normal distribution (probit) vs. Logistic distribution (logit)

Python file 204: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

Logistic distributionNormal distribution

PDF

CDF

Standard normal

𝐹 𝑥 = Φ
𝑥 − 𝜇
𝜎

=
1
2 1 + erf

𝑥 − 𝜇
𝜎 2

𝑓 𝑥 =
1

𝜎 2𝜋
𝑒1

"12 !

!4!

𝜑 𝑥 =
1
2𝜋

𝑒1
"!
!

Φ x = l
15

"
𝜑 𝑡 𝑑𝑡

𝑓 𝑥 =
𝑒1

"12
3

𝑠 1 + 𝑒1
"12
3

!

𝐹 𝑥 =
1

1 + 𝑒1
"12
3

Variance

𝜎! =
𝑠!𝜋!

3
scale parameter 𝑠 = &

6
 for 𝜎! = 1

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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Playing with
multinomial 

logistic regression

https://northeastern-datalab.github.io/cs7840/
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Multinomial logistic regression

Python file 208: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

𝑚 = 2 attributes

𝑘 = 4 classes

ℙ[𝑦 = 𝑐] = stL(𝛌4,6v𝛌4,7⋅/7v𝛌4,8⋅/8)
∑9:7
; stL(𝛌9,:⋅𝐱)

 Can multinomial logistic 
regression fit these data ?

3

20

1

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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Multinomial logistic regression

Python file 208: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

𝑚 = 2 attributes

𝑘 = 4 classes

𝐶 = 10%'

c
intercept coefficients
𝛌:,A	 𝛌:,C 𝛌:,D

0 57.03 -56.75 -56.75
1 -1.39 -59.20 60.67
2 -1.39 60.67 -59.20
3 -54.24 55.28 55.28

ℙ[𝑦 = 𝑐] = stL(𝛌4,6v𝛌4,7⋅/7v𝛌4,8⋅/8)
∑9:7
; stL(𝛌9,:⋅𝐱)

 

3

20

1

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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Multinomial logistic regression

Python file 208: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

𝑚 = 2 attributes

𝑘 = 4 classes

𝐶 = 10%'

c
intercept coefficients
𝛌:,A	 𝛌:,C 𝛌:,D

0 57.03 -56.75 -56.75
1 -1.39 -59.20 60.67
2 -1.39 60.67 -59.20
3 -54.24 55.28 55.28

ℙ[𝑦 = 𝑐] = stL(𝛌4,6v𝛌4,7⋅/7v𝛌4,8⋅/8)
∑9:7
; stL(𝛌9,:⋅𝐱)

 

Let's make a "cut" and show 
the class distribution along 
that cut:

3

20

1

𝜃=0

𝜃=1

?𝑥% 𝜃 = 0.25 + 0.75 ⋅ 𝜃
𝑥! 𝜃 = 0.75 ⋅ 𝜃

𝜃 ∈ [0,1]

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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Multinomial logistic regression

Python file 208: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

𝑚 = 2 attributes

𝑘 = 4 classes

𝐶 = 1𝐶 = 10%'

c
intercept coefficients
𝛌:,A	 𝛌:,C 𝛌:,D

0 57.03 -56.75 -56.75
1 -1.39 -59.20 60.67
2 -1.39 60.67 -59.20
3 -54.24 55.28 55.28

ℙ[𝑦 = 𝑐] = stL(𝛌4,6v𝛌4,7⋅/7v𝛌4,8⋅/8)
∑9:7
; stL(𝛌9,:⋅𝐱)

 

What happens if we 
use the default 
regularizer ?

3

20

1

Let's make a "cut" and show 
the class distribution along 
that cut:

𝑥% 𝜃 = 0.25 + 0.75 ⋅ 𝜃
𝑥! 𝜃 = 0.75 ⋅ 𝜃

𝜃=0

𝜃=1

𝜃 ∈ [0,1]

𝜃=0 𝜃=1

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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Multinomial logistic regression

Python file 208: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

𝑚 = 2 attributes

𝑘 = 4 classes

𝐶 = 1𝐶 = 10%'

c
intercept coefficients
𝛌:,A	 𝛌:,C 𝛌:,D

0 57.03 -56.75 -56.75
1 -1.39 -59.20 60.67
2 -1.39 60.67 -59.20
3 -54.24 55.28 55.28

c
intercept coefficients
𝛌:,A	 𝛌:,C 𝛌:,D

0 2.34 -2.34 -2.34
1 0.00 -2.34 2.34
2 0.00 2.34 -2.34
3 2.34 2.34 2.34

ℙ[𝑦 = 𝑐] = stL(𝛌4,6v𝛌4,7⋅/7v𝛌4,8⋅/8)
∑9:7
; stL(𝛌9,:⋅𝐱)

 

3

20

1

𝜃=0

𝜃=1

𝜃=0 𝜃=1

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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Multinomial logistic regression

Python file 208: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

𝑚 = 2 attributes

𝑘 = 4 classes

𝐶 = 1𝐶 = 10%'

c
intercept coefficients
𝛌:,A	 𝛌:,C 𝛌:,D

0 57.03 -56.75 -56.75
1 -1.39 -59.20 60.67
2 -1.39 60.67 -59.20
3 -54.24 55.28 55.28

c
intercept coefficients
𝛌:,A	 𝛌:,C 𝛌:,D

0 2.34 -2.34 -2.34
1 0.00 -2.34 2.34
2 0.00 2.34 -2.34
3 2.34 2.34 2.34

ℙ[𝑦 = 𝑐] = stL(𝛌4,6v𝛌4,7⋅/7v𝛌4,8⋅/8)
∑9:7
; stL(𝛌9,:⋅𝐱)

 

3

20

1

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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Multinomial logistic regression

Python file 208: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

𝑚 = 2 attributes

𝑘 = 4 classes

𝐶 = 1𝐶 = 10%'

c
intercept coefficients
𝛌:,A	 𝛌:,C 𝛌:,D

0 57.03 -56.75 -56.75
1 -1.39 -59.20 60.67
2 -1.39 60.67 -59.20
3 -54.24 55.28 55.28

c
intercept coefficients
𝛌:,A	 𝛌:,C 𝛌:,D

0 2.34 -2.34 -2.34
1 0.00 -2.34 2.34
2 0.00 2.34 -2.34
3 2.34 2.34 2.34

ℙ[𝑦 = 𝑐] = stL(𝛌4,6v𝛌4,7⋅/7v𝛌4,8⋅/8)
∑9:7
; stL(𝛌9,:⋅𝐱)

 

3

20

1

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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Multinomial logistic regression

Python file 208: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

𝑚 = 2 attributes

𝑘 = 4 classes

𝐶 = 1𝐶 = 10%'

ℙ[𝑦 = 𝑐] = stL(𝛌4,6v𝛌4,7⋅/7v𝛌4,8⋅/8)
∑9:7
; stL(𝛌9,:⋅𝐱)

 How well can multinomial logistic 
regression fit these data that we had 
seen in our lecture on decision trees ?

3

20

1

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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Multinomial logistic regression

Python file 208: https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks

𝑚 = 2 attributes

𝑘 = 4 classes

𝐶 = 1𝐶 = 10%'

c
intercept coefficients
𝛌:,A	 𝛌:,C 𝛌:,D

0 57.03 -56.75 -56.75
1 -1.39 -59.20 60.67
2 -1.39 60.67 -59.20
3 -54.24 55.28 55.28

c
intercept coefficients
𝛌:,A	 𝛌:,C 𝛌:,D

0 2.34 -2.34 -2.34
1 0.00 -2.34 2.34
2 0.00 2.34 -2.34
3 2.34 2.34 2.34

ℙ[𝑦 = 𝑐] = stL(𝛌4,6v𝛌4,7⋅/7v𝛌4,8⋅/8)
∑9:7
; stL(𝛌9,:⋅𝐱)

 

3

20

1

https://northeastern-datalab.github.io/cs7840/
https://github.com/northeastern-datalab/cs7840-activities/tree/main/notebooks
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Pre-class conversations

• Questions: exp/e, python file (please submit yours too w/ scribes)

• Today:
- Choice theorem
- Occam, Max Entropy
- MDL

https://northeastern-datalab.github.io/cs7840/
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Luce's choice axiom &
Bradley-Terry model

(another justification for 
the softMax function)

https://northeastern-datalab.github.io/cs7840/
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A motivating story: 
Philosopher Sidney Morgenbesser, ordering dessert, is told by a waitress that he can 
choose between Apple pie or Blueberry. He orders Apple. Soon the waitress comes 
back and explains Cherry pie is also an option. Morgenbesser replies "In that case, I'll 
have Blueberry."

"Irrelevant Alternatives" in Rational Choice Theory

Source: https://en.wikipedia.org/wiki/Independence_of_irrelevant_alternatives 

'Spoiler effect':
Suppose Charlie (an irrelevant alternative) enters a race between Alice and Bob, where 
Alice (leader) is set to defeat Bob. Independence of Irrelevant Alternatives (IIA) says 
that in a rational system of voting, if Charlie joins the race but loses, Alice should not 
suddenly lose the election to Bob. In this context, violating IIA is commonly referred to 
as the 'spoiler effect': support for Charlie 'spoils' the election for Alice.

https://northeastern-datalab.github.io/cs7840/
https://en.wikipedia.org/wiki/Independence_of_irrelevant_alternatives
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Luce's Choice Axiom

For details see: Luce's choice axiom. http://www.scholarpedia.org/article/Luce%27s_choice_axiom. 

𝑅 𝑆

𝑆 contains a set of alternatives, 
with 𝑅 ⊂ 𝑆 being a strict subset

Let ℙJ(𝑅) be the probability (of an 
individual or a group) of choosing 
from subset 𝑅, if given 𝑆	as 
alternatives. 

E.g., ℙ{K,L}(𝑥) is probability 
of choosing 𝑥 over 𝑦.

𝑥 𝑆𝑦

https://northeastern-datalab.github.io/cs7840/
http://www.scholarpedia.org/article/Luce%27s_choice_axiom
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Luce's Choice Axiom

For details see: Luce's choice axiom. http://www.scholarpedia.org/article/Luce%27s_choice_axiom. For "ratio scale" see: https://en.wikipedia.org/wiki/Level_of_measurement#Ratio_scale 

𝑅 𝑆 𝑇

𝑆 contains a set of alternatives, 
with 𝑅 ⊂ 𝑆 being a strict subset

Let ℙJ(𝑅) be the probability (of an 
individual or a group) of choosing 
from subset 𝑅, if given 𝑆	as 
alternatives. 

LUCE'S CHOICE AXIOM (original formulation, but my own 
interpretation):

𝑇′

E.g., ℙ{K,L}(𝑥) is probability 
of choosing 𝑥 over 𝑦.

For all 𝑇 ⊃ 𝑆, ℙM 𝑅 = ℙM 𝑆 ⋅ ℙJ(𝑅)

Also known as INDEPENDENCE FROM IRRELEVANT ALTERNATIVES (IIA): 
the choice ratio between any two items is unaffected by the 
presence of other items in the set.

ℙ} 𝑥
ℙ} 𝑦

=
ℙ} 𝑆 ⋅ ℙ~ 𝑥
ℙ} 𝑆 ⋅ ℙ~ 𝑦

=
ℙ~ 𝑥
ℙ~ 𝑦

https://northeastern-datalab.github.io/cs7840/
http://www.scholarpedia.org/article/Luce%27s_choice_axiom
https://en.wikipedia.org/wiki/Level_of_measurement
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Luce's Choice Axiom

For details see: Luce's choice axiom. http://www.scholarpedia.org/article/Luce%27s_choice_axiom. For "ratio scale" see: https://en.wikipedia.org/wiki/Level_of_measurement#Ratio_scale 

𝑅 𝑆 𝑇

𝑆 contains a set of alternatives, 
with 𝑅 ⊂ 𝑆 being a strict subset

Let ℙJ(𝑅) be the probability (of an 
individual or a group) of choosing 
from subset 𝑅, if given 𝑆	as 
alternatives. 

LUCE'S CHOICE AXIOM (original formulation, but my own 
interpretation):

Also known as INDEPENDENCE FROM IRRELEVANT ALTERNATIVES (IIA): 
the choice ratio between any two items is unaffected by the 
presence of other items in the set.

Ratio scale representation: There is a positive ratio scale 𝑢 
(i.e., a numerical value representing the utility or strength or 
preference for that alternative, unique up to multiplication 
by a positive constant) on 𝑇 such that

ℙ~ 𝑥 =
𝑢 𝑥

∑�∊~𝑢 𝑦
=
𝑢 𝑥
𝑢 𝑆

ℙ} 𝑥
ℙ} 𝑦

=
ℙ} 𝑆 ⋅ ℙ~ 𝑥
ℙ} 𝑆 ⋅ ℙ~ 𝑦

=
ℙ~ 𝑥
ℙ~ 𝑦

For all 𝑇 ⊃ 𝑆, ℙM 𝑅 = ℙM 𝑆 ⋅ ℙJ(𝑅)

E.g., ℙ{K,L}(𝑥) is probability 
of choosing 𝑥 over 𝑦.

https://northeastern-datalab.github.io/cs7840/
http://www.scholarpedia.org/article/Luce%27s_choice_axiom
https://en.wikipedia.org/wiki/Level_of_measurement
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Luce's Choice Axiom (a philosphical side-topic)

𝑆 𝑇

Assume Alice is indifferent to using a bike or a bus for 
going to school. There are 3 choices in total:
𝑥: a bicycle
𝑦: a red bus
𝑧: a blue bus

If presented with options {𝑥, 𝑦} as only choices, what 
are her relative preferences:

For details see: Luce's choice axiom. http://www.scholarpedia.org/article/Luce%27s_choice_axiom. For "ratio scale" see: https://en.wikipedia.org/wiki/Level_of_measurement#Ratio_scale 

𝑥 𝑦
𝑧

?

https://northeastern-datalab.github.io/cs7840/
http://www.scholarpedia.org/article/Luce%27s_choice_axiom
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Luce's Choice Axiom (a philosphical side-topic)

𝑆 𝑇

Assume Alice is indifferent to using a bike or a bus for 
going to school. There are 3 choices in total:
𝑥: a bicycle
𝑦: a red bus
𝑧: a blue bus

If presented with options {𝑥, 𝑦} as only choices, her 
relative preferences are:

When adding 𝑧 (her options are now {𝑥, 𝑦, 𝑧}), what are 
her preferences

&
5
, &
5
.

For details see: Luce's choice axiom. http://www.scholarpedia.org/article/Luce%27s_choice_axiom. For "ratio scale" see: https://en.wikipedia.org/wiki/Level_of_measurement#Ratio_scale 

𝑥 𝑦
𝑧

?
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𝑥: a bicycle
𝑦: a red bus
𝑧: a blue bus

If presented with options {𝑥, 𝑦} as only choices, her 
relative preferences are:

When adding 𝑧 (her options are now {𝑥, 𝑦, 𝑧}), what are 
her preferences
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For details see: Luce's choice axiom. http://www.scholarpedia.org/article/Luce%27s_choice_axiom. For "ratio scale" see: https://en.wikipedia.org/wiki/Level_of_measurement#Ratio_scale 
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Bradley-Terry-Luce model (BTL)
Model for the outcome of pairwise comparison 
between items (teams, or objects)
Item 𝑖 has a positive latent score (utility, skill) 𝑢(.

Key assumption: The probability that 𝑖	is chosen 
over (wins against) 𝑗 is: ℙ 𝑖 > 𝑗 = �9

�9v�>
 

Goal: based on a set of pairwise comparisons, 
derive a full ranking of all items (participants).

BT model named after [Bradley,Terry'52] ("Rank analysis of incomplete block designs", Biometrika 1952, https://doi.org/10.2307/2334029), though [Zermelo'29] ("Die Berechnung der 
Turnierergebnisse als ein Maximumproblem der Wahrscheinlichkeitsrechnung", Mathematische Zeitschrift. 1929, https://doi.org/10.1007/BF01180541) had studied it already earlier. Then 
[Luce'59] ("Individual choice behavior: A theoretical analysis", 1959. 2005 ed: https://doi.org/10.1037/14396-000), provided an axiomatic basis for it.

ℙ 𝑖 > 𝑗 = stL(�9)
stL(�9)vstL(�>)

= #
#vstL(�(�9��>))

 

Most commonly used with an 
exponential scoring function 

𝑢! = exp(𝛽!) 0
2
4
6
8

-2 -1 0 1 2

𝑢∈
ℝ
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𝛽∈ℝ
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Bradley-Terry-Luce model (BTL)
Model for the outcome of pairwise comparison 
between items (teams, or objects)
Item 𝑖 has a positive latent score (utility, skill) 𝑢(.

Key assumption: The probability that 𝑖	is chosen 
over (wins against) 𝑗 is: ℙ 𝑖 > 𝑗 = �9

�9v�>
 

Goal: based on a set of pairwise comparisons, 
derive a full ranking of all items (participants).

BT model named after [Bradley,Terry'52] ("Rank analysis of incomplete block designs", Biometrika 1952, https://doi.org/10.2307/2334029), though [Zermelo'29] ("Die Berechnung der 
Turnierergebnisse als ein Maximumproblem der Wahrscheinlichkeitsrechnung", Mathematische Zeitschrift. 1929, https://doi.org/10.1007/BF01180541) had studied it already earlier. Then 
[Luce'59] ("Individual choice behavior: A theoretical analysis", 1959. 2005 ed: https://doi.org/10.1037/14396-000), provided an axiomatic basis for it.

ℙ 𝑖 > 𝑗 = stL(�9)
stL(�9)vstL(�>)

= #
#vstL(�(�9��>))

 

Most commonly used with an 
exponential scoring function 

𝑢! = exp(𝛽!)

�9
�9v�>

= �⋅�9
�⋅�9v�⋅�>

 

Model is overparameterized (scalar 
multiples of 𝑢's / units don't matter):

To make it uniquely identifiable, add 
another constraint, e.g. 𝛽$ = 0. Then:

ℙ 𝑖 > 𝑗 = &
&NOPQ(RS;)
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Same as additive constants on the logits:

logit ℙ 𝑖 > 𝑗 = log ℙ /B.
1@ℙ /B. = log ℙ /B.

ℙ .B/  

= 𝛽/ − 𝛽. = (𝛽/ + 𝑐) − (𝛽. + 𝑐) 

https://northeastern-datalab.github.io/cs7840/
https://doi.org/10.2307/2334029
https://doi.org/10.1007/BF01180541
https://doi.org/10.1037/14396-000

