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Lasttime Today Next time
-

·

Finish basics
· Start compression · Continue

of Information as an application

Theory

randomness

↑ Eropy F
compressibility- Predictability

https://northeastern-datalab.github.io/cs7840/
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&pression Taxonomy :

① Fixed source alphabet of bounded size

⑨ assume we know underlying distribution p , must code symbol-by-symbol

- Shannon Code E(] < H(x) +)
· sender Breceiver must

agreem codebook (or is
- Famo Code ECL] = H(X) + 1 - Prin

must be sent(
- Huffman code optimal but =H(X) · coding dist. I

must match

actual distribution o , else

* - Shannon-Famo - Elias H(x]+1 : EC] < H(x]+2 suffer DIPIE) loss
· in general , only approches

entropy limit with

block coding
* - ArithmeticCoding approaches H(X) in limit

- code book grows

↑ block coding "for free" exponentially in size

today
- no exponential blow up

https://northeastern-datalab.github.io/cs7840/
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③ Dictimany-based codvis · don't need underlying dist. *
no codebook to agree on or send

· Lempel-Ziv
· approaches entropy limit, even
for Markov sources

② Compression forStreams

- audio
,
video

, images, fax, etc.

· Rum-length encoding & others

③ Transforms
- make data easier to encode

· Delta encoding 2468796
~ vvvvv

· Burrows- Wheeler 2 22 +12 -3

& Universal codes for integers of unbounded size

· unary
· Elias Gamma code

· Elias Omega Code

· Fibonacci code

https://northeastern-datalab.github.io/cs7840/
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Shannon - Fano- Elias

· Let = Earbeh = (12 , 1s , 16)

· Consider intervals in range
[0 ,1

a b C

---
-1
o b+ 11 I

= 516

---
12 13

-16

① Represent each symbol by a non-overlappingInterval

in [0 , 1) whose width is its probability
-

a- [0 ,
")

b - [12, /6)

c - [5/6
,
11

https://northeastern-datalab.github.io/cs7840/


68Aslam, Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 

② Represent each interval by itsmidpoint in binary

midpoints Binary

a- [0 ,
") y ·

OI

-

b - [12, /6) 31 = 23 ·
10101010

-

-5516,
1) E2 Mol

· binary expansion can be of infinite Length
· consider [ouncating to 1 bits

- let Lm/
,
be the truncation of m tol bits

- such a truncation implicitly corresponds
to an interval

of all numbers that couldtruncate to that same value
,

e.g.

2. 101010TO)
s
=. 10)

,
but all of [. 10)

, .10/IIIIT) truncate to same

- to ensure unique decodability efficiency ↓

truncate to largest implicit internal Note : m-Lmbe < 2-1

that lies entirely within original interval

https://northeastern-datalab.github.io/cs7840/
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③ For midpoint in interval of width Pi,

truncate to li = Pig/pi7H bits

= implicittruncation interval width

2-li _ z-(spilt)spilT
Pi
-

.......... I
8

Mi *
-

P
=> implicit truncation intervals lie entirely within original interval

=> implicit truncation intervals do not overlap

=> unique decodability

https://northeastern-datalab.github.io/cs7840/
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In our example :

· a use Tis"T+= Eg27+= 2 bits

midpoint 0 .00000

↳o

· b us Tis"17 + 1 = T1g37+ = 3 bits

midpoint 0.0o

&be vol

· C use Tig"]H =g67+ = 4 bits

midpoint o100

↳1110

https://northeastern-datalab.github.io/cs7840/
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·/
.

:/X
⑧

O

/ i //
:

·neficiency:I mon[0 . 01000
,
0 . 01111T (

-
non-overlapping -> unique decodability

https://northeastern-datalab.github.io/cs7840/
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For li = Tispi7+:

· E[L] = Epili = [Pi(fig/piT + 1)

= (Pi . Ms "piT) + 1

< ([Pi · (pith)) + /

= (Pilg4pil + 2

= H(x) + 2

· E() = Epili = EPi(fig/pi7 + 1)

- Pi (19 i +1)

- H(X) + /

=> H(x) + 1 - E[L] < H(x) + 2

https://northeastern-datalab.github.io/cs7840/
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Arithmetic Encoding : Apply Shaman-Faro- Elias ideacursively-

a b C

-lasI ba
1

bb 'Salsa↓ aa

I
O

· easy to keep track of smaller-and-smaller
intervals as symbols

to encode are processed

· encode final interval as in Shannon-Faro-Elias

· can output bits as you so , es,
once interval is entirely contained

in either [0 , 12) or El , 1) , then
can output first Oor 1

·

easy to decode iteratively as well

· effectively get block coding "for free"

https://northeastern-datalab.github.io/cs7840/
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Efficiency :

· use TIg"wTf) bits if final interval is of width w

· Final interval width is pla) - plxa) · play) -- plan) = Plxi--xn)

· By AEP , for largen , with high probability,

-
nH(x)

plxixa--on) ~ 2

· total bits~ /Is %-ut] + 1 < nH(x) +2

bits per encoded character on average

~"n (nH(x) +2) = H(X)+n -> approaches
entropy limit

=> practical
, efficient

,
and commonly used

https://northeastern-datalab.github.io/cs7840/
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Lasttime Today Next trine
-

·Compression as · Final thoughts on · Lempel-Ziv
an application of Arithmetic Encoding analysis
Information Theory Connections between

compression & randomness
- taxonomy

randomness
- Shannon-Famo-Elias ⑮compressibility- Predictability
- Arithmetic Encoding

· Encoding arbitrary integers
-

unary
- Elias Gamma
- Elias Delta

- Elias Omega
- Fibonacci
- some fun facts

· Lempel-ZiV
- idea & method

https://northeastern-datalab.github.io/cs7840/
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Think about what Arith. Enc. Exports
,
the actual binary string

· by AED
, only see typical sequences

,
whop .

· p(x, x-- xn) ~2-uH(x) -> with of encoding interval

~ 2nH(x) typical sequences - encoding intervals

/
Yo
↑ XX

i
V 1

[000
-- 2

-nH(x) 11111-)

https://northeastern-datalab.github.io/cs7840/
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each interval~ equally likely
· they are all equally spaced Since they are non overlapping and

muster fill the range [0, 1)
· What is output of Arith. Eac ?

=> random bit sling of length UH(X)

From a source whose entropy is H(x),
we can produce H(x) randum bits per character

on average via confession

=> 0 We can generate~ fair bits from a

rand var. X via compression.

https://northeastern-datalab.github.io/cs7840/
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Now surpose we want to severate a v. v. X

from fair bits
,
e. S.,

X = 59 coprobaey
o Pul My

How ? Obvious

· Given a stream of far bits
5

, 72-

- if bit is O
,
output a Of 9

10- b
- if 10

,
output b

11 -C I
- if 11

, autinct

- repeat oXI
a o

How efficient? bc

12 . 1 + Hy . 2 + My 2 = 1
.
S bits per character on average

= H(X)

https://northeastern-datalab.github.io/cs7840/
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· But not all such trees are optimal

Joa / / 0-9

10 - b
olea MON a o 110-
10-b aab( bo 111- C
11 + b

-Thisper char.
Cu

1 .75 bpc

· How to do constructively ?

- if X is dyadicSinverse powers of 2) ,
justmre obvious compression tree for X

Jerg . from Huffman] p(al = 1) %p(b) = Yy
p(c) = Yy bu

https://northeastern-datalab.github.io/cs7840/
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- if X is mmdyadic , consider binacy representative
of source probabilities

X = Sa w/ prob 213
b w/ prob 43

%
2 llg 132

2) = 0. 10105 = 11 +001 +,00001

% = 0 . 01010 =
· 01 + 0001 +00000

1110 Yoy

/

o
a can show that usa

binary expansion free

: a # (x) - EST) = H(x) +2

https://northeastern-datalab.github.io/cs7840/
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· How to reason about efficiency of any such construction

⑧ Tree should be complete

-

every mode is either a leat or has two descendents

② Prob of leaf at depth b is 2-h

③ Many leaves may be labelled wr same outputsymbol
- sum of prob must equal desired total prob.

⑦ Expected # fair bits using tree
T
, EST],

is the

expected depth of tree.

https://northeastern-datalab.github.io/cs7840/
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Analysis T

Leto = 32, 22- Yul % P(y, ) =1

2 , oN P(ya) = +y
be set of leaves

undX Plys) = "

Let kly) be depthofy e . g. blyal = 2 Is Jy Plyy) = 1/g

Let Y be a nu. with

distp(y) = 2
-kly)

· Let X be r . v. of interest 2 + X = 9

to begenerated
,
which is 22- X2 = b

aapp is from Y y + Xz =C

Yy + Xz = C

https://northeastern-datalab.github.io/cs7840/
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thm : ECT] = H(Y)
Pf : H(Y) = - < ply) Ig ply)

y-M

=

-
c-kly) l

= Sky) . 2
- k(y)

- ECT)

https://northeastern-datalab.github.io/cs7840/
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Thm H(Y)2 H(x)

87

O
becauseiadetermine

the ⑳
Hy) + Hy) = H(x , y) = H(x) + H(y(x)

=> H(y) = H(x20
=> H(y)2H(X

- only achieves equality
if 1-to-1 mapes XTOY

- otherwise
, strictly positive

- in efficiency

https://northeastern-datalab.github.io/cs7840/
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- fair bits on average to generate X

= E(T] = H(Y) = H(x)

=> need at least entropy H(X) fair bits
,
on average,

to generate r. v. X

https://northeastern-datalab.github.io/cs7840/
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Upshot :

① can generate fair bits from r. v. X

Via compression

② can generate riv X from fair bits

Via compression like trees

③ Entropy dictates limits
of efficiency

randomness

↑ IScompressibility- Predictability

https://northeastern-datalab.github.io/cs7840/
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Lasttime Today Nexttrine

· Final thoughts on · Encoding arbitrary integers. Finish 1-2
Arithmetic Encoding -

unary or next

Connections between
- Elias Gamma topics (WG)
- Elias Delta

compression & randomness
- Elias Omega

- fair bits from P. V.
- Fibonacci

via compression - some fun facts

- N. V , from fair bits · Lempel-ZiV
via compression like

trees to "decode"

a fair bit stream

randomness

⑳tictability

https://northeastern-datalab.github.io/cs7840/
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Universal codes for swichly positive integers 51, h, 3, ... /

Why ?

- Encoding an integern requires LIgn) +) bits

13 : (1g 1) H = 3 H = 4 bits

- LIgE) = 3 is highest power of 2 in 13

- need bits for 2012-2 (1912) N bits

3202

842 I

13 = 110 1

- if the range of n is known
,
you can fix

the number of bits needed :(Igma4
- if the range of n is not known
,

need a different strategy : universal codes

https://northeastern-datalab.github.io/cs7840/
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· what about zero ? What about negative integers ?

· create mappings :

0 - 1 0 1

1 - 2 1 - 2

2 - 3 + - 3

" 2e Y

- 2 - 5
he wil

3 - 6

i

> Sam IfI

· thus
,
W . l . o

. S .,
can restrict to

strictly positive integers

https://northeastern-datalab.github.io/cs7840/
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① Unary

To encode n
,

usea zeroes followed by a trailing one

5 - 000001

Requires WH bits

https://northeastern-datalab.github.io/cs7840/
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② Elias Gamma

· let N= Llgn) be the highest power
of 2 inn

separate the briary encoding of n

into its highest power of 2 followed by
the remains N bits

· encode N is mary
· append remains ↓ bits of n

13 : N = (1g 13) = 3

2
· requires 2(Ign) +1 bits

① ~ 21gh
-> n in briary#bits partIn unary part seemsinitial 1 -

000110 I wasteful in
we

Ninunary trailing↓ bits

https://northeastern-datalab.github.io/cs7840/
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③ Elias Delta

separate the briary encoding of n

into its highest power of 2 followed by
the remains N bits

· Encode NH w/ Elias Gamma

· Append final N bits of N
2bits 4
us

13 : N = (1g 13) = 3 NH= 4 Elias Gamma 00100

2 L

① - 00 100 ro1
--

Elias Gamma remaining bits

Lisn] + 2 MH -Inl-
zu

remaining bits

· why not apply recursively to get something like IgnHaight light ...

https://northeastern-datalab.github.io/cs7840/
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④ Elias Omega

Output = 0

dec2bir(u) : binary representation
while n> of decimal n

output = decibin (n) . output
a
.
b : a appended olb

n = (1gn)

13 : 11 /101 0

3 13 trailing zero

↓+ (Lenhtil + (GILiut
isT

-
2

22= Y 2

24 = 16 3

Note : There are only ~1000atoms 21 = 65536 Y
in the entire observable universe ! 65536 19728

=> Ign15 for all practical purposes
-2 M 18 5

https://northeastern-datalab.github.io/cs7840/
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↳

empel-Ziv

Basic idea :

- parse string intounique substrings

- break unique substrings into previously seen string + Suffic
bit

- encode reference to previously seen substring + suffix bit

- lots of variants
,
depending on how one encodes references

- absolute index /2-pass with fixedbir or 1-pass w/ Elias)

- relative midex (l-pass)
- sliding windows to collect midex distributions

and then Huffman code

- etc
.

https://northeastern-datalab.github.io/cs7840/
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worked examplew/ back references :

& 10 110 1011101

Note:

② 1 /o /11 10 on /10 I, · every unique substring
isapefix + suffic bit

sublic#12 3 Y S 6 7
-

· prefix may be epty , E

③Sa
,(( 9, 01 / (1 , 21 ((01)/10213/11 , 01/19 , 1)

· determine back references

④ 10 .1) 10
,
0) (2 , 1) (i) (11) (5 ,

%) so . 1) for prefixes ; use zero

for E
-why

?

sublin 1 2 3 Y 3 6 7 use fight bits to

⑤ (
-,
1) (0 ,0) (10 , 1) (10 , 1) (001 , 1) (101 ,

0) 1000 , 1) encode back references

for substring b

=> Ioo 10 101 0011 1010 000

Yes
,
longer than input string, but in put was short

https://northeastern-datalab.github.io/cs7840/


98Aslam, Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 

Example : My initials in ASCII

&- 01101010

& -> 01100001

a -> 0110 000

=>ol10 1010 allo pool allo 0001

You dry...

https://northeastern-datalab.github.io/cs7840/
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Example : My initials in ASCII

&- 01101010

& -> 01100001

a -> 0110 000

=>ol10 1010 allo pool allo 0001

ok 1 /10/201100/11/000/01 /01/0000/
100 10 11) (2 ,8) (1 , 1) (4. 01 Will (d) 17. 1) Will (3 .07

(11

(0) 10 , 1) (r1 ,d) 10(1)
(100 , 0 (2001) 1000,0 (1, 1) 1000,1) 100n,0

10000. 11

0010 Loo111000100 2010 all 1000110011000001

Again , longer ,
but ... when processing long string will get

long substrings that
will be represented compactly with

short binary encodings
of references. (AED arguments

https://northeastern-datalab.github.io/cs7840/


100Aslam, Gatterbauer. Foundations and Applications of Information Theory: https://northeastern-datalab.github.io/cs7840/ 

Lempel-Ziv analysis setup :

· We will assume an i.. d. source of bits, with encoding in bits

- works for Markov sources over arbitrary alphabets

·

If a sorvig of length n is parsed into> unique

substrings
,
we will assume that references are

encoded w/ lgd bits

- as if using absolute indexes

- worse than method described (relativeindexes

-actual implementations do even better of sliding windows

to capture distributions over(relative) indexes

https://northeastern-datalab.github.io/cs7840/
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Analysis highlights & steps :

① Let < = clu) be distinct substrings in parsing of string

of lasth . Then ligh where Ento as we a

Pf : courting argument

② Let Fexit--Xn be swing of length in

Let J = % . %2--ye be any parsing of that string
intoa substrings

El
,
let Ce be substrings of length= Ele = 1

·sim

https://northeastern-datalab.github.io/cs7840/
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& Let Fexit-- On be string of lengh i

Let J = % . %2--ye be any parsing of that string
intoa substrings

El
,
let Ce be substrings of length= Ele = 1

n= -Igpla)

Pf : (gpl) = Isply) ii.d : PLE) = plple)--PlEyl=pizi
= Ig ply ,y= ye)

=(g) Phill
=is phy
= E E Isplyi) reorder sum
&i : lyil = l

= [i .E
-

avg , of logs - log of aug. by Jensen's inequality

https://northeastern-datalab.github.io/cs7840/
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Jensen's Frequality :

·
=> aug ,

of logs & log of average

https://northeastern-datalab.github.io/cs7840/
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= [i :En
· but ye are vict , so

-> IgItEPl
& plyi)s I
i : lyil = l

↳ E Is te

= - EC's

20... Is pla) < -Ecelace

=Ispl)

https://northeastern-datalab.github.io/cs7840/
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②Es+ [(g(H) + 1ge]
Pf : Euge = c. (c) · let te=e

· distribution over substring

lengths
=C . Etig He : <

X
·

Ete = 1

=

C. Es (1gc + Iste)

=

Clgc - Ente + <Etelgie

= clge-cH(i)
· but n= El -c

= cl .He
# E[T]= W

. "We need to bound

H(F)
·

c substrings covering
n bits

=> aug . substring length is "/c

https://northeastern-datalab.github.io/cs7840/
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· What is maximum HH) subject to constraint

E[] = In ?

· Max ,
ent

.
distributions

,

solved via constrained optimization

- will cover later when discuss max. ent. method

Here
,
can show that

H()-Ig (GH) +ge - entropy can't

be to high

if mean is

Small

https://northeastern-datalab.github.io/cs7840/
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So
, Ecelse = clgs-cH

=> clgc-c[(g) +1) Age]

Lege+ < [Ig( +) +ge]

https://northeastern-datalab.github.io/cs7840/
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④ Lempel-Ziv #bits to encode is <(1g +1)
M ↑ * suffix bit# substrings bits to

encode referencec(lgc+) - Else + < [Is(+Age +]

=Igp(E) + <[lg(t) Age+]

=

> Ispl) + Omg) sincean

-Isp) +Ol

https://northeastern-datalab.github.io/cs7840/
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⑤ Compression rate in limit

HIX
by AED o

Imacr slim[n= 0

= H(X) -

https://northeastern-datalab.github.io/cs7840/
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Lasttime Today Nexttrine

· Encoding arbitrary integers · Fibonacci Encoding · Contine

-

unary
- some fun facts applications

- Elias Gamma is w/ Wolfgang
- Elias Delta · DecisionTrees (w6)
- Elias Omega

· Lempel-ZiV

https://northeastern-datalab.github.io/cs7840/
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Fibonacci Encoding : A universal code for integers using a
--

Fibonacci representation

use

First
,
let's consider arbitrary integer representations-

· Assume we have place values

... Py > P3 > P2> P , = /

· Greedy algorithm to produce standard inresentation :

to encode n :

① Find largest place value Pi = n

② Find largest integer constantSit.Pin

③ Put Si in position i

⑨ n = n . ciPi ; repeat

⑤ Put zeroes in unused place value positions

https://northeastern-datalab.github.io/cs7840/
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Example : Binary Representation

- place

values areper
... 643216842

↓

I ↓ 11 O O

n= 60

= 32
-

28

-
-&
-

-

https://northeastern-datalab.github.io/cs7840/
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Example : Ternary Representation

- place values are powers o

343g
...
8127931

n= 60 2020

-2x27 = 54
->

b

-2x3 =7

https://northeastern-datalab.github.io/cs7840/
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* Note , however , that nothing
in our setup or the
-

greedy algorithm that produces
a standard representation

requires that place values be powers of some base.
-

-

· Consider using the Fibonacci sequence as our

place values : F(I) = /

f(z) = 1

Yn > 2 F(u) = f(m) + F(n-2)

... 8925342113853211
t
we won't

use the extra

initial 1

https://northeastern-datalab.github.io/cs7840/
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Example : Fibonacci Representation

N =60 89 5534211385321
↓ 8 0001000

· Claims :

① Representation contains only 01

why ? Pitt = Pitpil

-. 2 Pi Since Pi > Pit

=> if needed 2 or more Pi
, greedy would pick

a port instead

② Never have consecutive Is

why ? If Pizz Pin Pr greedy Pitz Pist Pi

o1 I
would

I 00
instead

choose

https://northeastern-datalab.github.io/cs7840/
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&

Fibonacci representation uses only bits (011)a6

and never has consecutive Is

=> can use consecutive Is as a
form of Penctuation

in a universal encoding of integers.

#braccincoding :

① Create Fibonacci representation of u

② write down least significant bit to Note : MSB15

most significant bit (LSB-MSB) aways a 1

③ tack on a trailing I , which creates

a pair of consecutive 15 , which seves

as our punctuation

https://northeastern-datalab.github.io/cs7840/
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Example : Fibonacci Encoding

N=60 · Fibonacci representation : 10000 1000

· Fibonacci encoding :

LSB - MSB
& trailing
I

-
00010000 11

zu

- punctuation

· Easy to encode and decode

https://northeastern-datalab.github.io/cs7840/
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Properties :

1 . 618

D Efficiency Froh where
8 =E - 0 . 68

· Since 181s1,to as ne a

8 = "Golden Ratio"

=> for large n
, Fur

=> Fulf

=> Fibonacci sequence grows (about exponentiallyclbase &

=> length of Fibonacci representation/encoding is about

logph=h 1 . 44:an t Yy% laserthana

a binary representation

-> but
,
universal +

nice properties (robustness)

https://northeastern-datalab.github.io/cs7840/
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② Robustness : bit errors have limited in part

-Consider a sequence of integers encoded in Fibonacci

- consider a bit error 30

Cases: If bit error doesnot introduce or remove

a "II"
,
then error only impacts a single

encoded number - everything else OK

⑤ If bit error introduces a new "II",

then corrupt one encoded number and

introduce a new encoded number - everything
else OK

⑥ If bit error removes a
"II",

collapse two encoded witegers to one

- everything else OK

https://northeastern-datalab.github.io/cs7840/
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And new for some fun... We can use Fibonaces representations

to convent from miles tometers and inches to entimeters

without multiplication.
-

=> to do so] we will leverage
the fact that the

ratio between consecutive Fibonacci numbers is $ = 1 . 618...

Ration: 1 .51 :6179 1 .61821676-

14489 25 3421138 5 321

=> In a Fibaracci representation ...

① shifting left effectively multiplies by 0 = 1 .618...

② shifting right effectivelydides by I 0 = 1 . 618 ...

https://northeastern-datalab.github.io/cs7840/
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① Miles Comph) Kilometers Corkph(

·There are 1 . 609 km/mile
, Very

close to $ = 1 . 618

· to approximately multiply ordide by 1 . 609
, just represent

in Fibonacci and shift left or right

Ration: 1 : 6179 1 .61821676-

144 89 I534 2) 13 8 5 321

Shaft
left

60 mph = 52 + J - 89 + 8 = 97 kph (actual : 96 .56)

shift

right
5Ste +2 = 62 mph (actual : 62 . 137)

100kph = 89 +8+3-

https://northeastern-datalab.github.io/cs7840/
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② Inches C) Centimeters

· there are 2.54 cm/in
,

close to =3 .
618

· To approximately multiply ordide by 2 .54 , just represent

in Fibonacci and shift left orrightplaces

Ration: 1 . 66 1 .51 :6179 1 .

6182167669-
2) 13 8 5 321

14489 25 34

Shift

12 riches = 8 + 3 + 1
left twice

2)+8+3 = 32cm Jactual : 30 .48)
->

shift

right twice

100cm = 89+ 8 +3-> 34 + 31 = 38in Lactual : 39 . 35)

https://northeastern-datalab.github.io/cs7840/

