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Pre-class conversations

e Current topic: reducing cycles to trees

« Keep on commenting on slides and sending me pointers (e.g. email
exchange on treewidth for CSPs)

e Today:
— Reducing cycles to trees (tree decompositions)

— Reducing cycles in CQs to trees based on the domain or based on atoms
(treewidth, query width hypertree decompositions)

— Linear Programming Duality
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Tree decomposition example 5: the triangle

A of graph G(N, E) is atree T(V, F) and a subset
N, € N assigned to each vertex (or "supernode") v € Vs.t.:

(1) Node coverage: Every vertex of G is assigned at least one vertex in T

(2) : For every edge e of G, there is a vertex in T that contains both ends of e
(3) : The tree is "attribute-connected"

The width of a tree decomposition is the size of its largest set minus one

tree decomposition

?
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Tree decomposition example 5: the triangle

A of graph G(N, E) is atree T(V, F) and a subset
N, € N assigned to each vertex (or "supernode") v € Vs.t.:

(1) Node coverage: Every vertex of G is assigned at least one vertex in T

(2) : For every edge e of G, there is a vertex in T that contains both ends of e
(3) : The tree is "attribute-connected"

The width of a tree decomposition is the size of its largest set minus one
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Tree decomposition example 5: the triangle

A tree decomposition of graph G(N, E) is a tree T(V, F) and a subset
N, € N assigned to each vertex (or "supernode") v € Vs.t.:

(1) Node coverage: Every vertex of G is assigned at least one vertex in T

(2) Edge coverage: For every edge e of G, there is a vertex in T that contains both ends of e
(3) Coherence: The tree is "attribute-connected"

The width of a tree decomposition is the size of its largest set minus one

Wore generally, a ¥, (d-clique)
has a mivimal treewidth of d-1
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Tree decomposition example 6: a longer tree

A of graph G(N, E) is atree T(V, F) and a subset
N, € N assigned to each vertex (or "supernode") v € Vs.t.:

(1) Node coverage: Every vertex of G is assigned at least one vertex in T

(2) : For every edge e of G, there is a vertex in T that contains both ends of e
(3) : The tree is "attribute-connected"

The width of a tree decomposition is the size of its largest set minus one

tree decomposition

?
920 |
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Tree decomposition example 6: a longer tree

A of graph G(N, E) is atree T(V, F) and a subset
N, € N assigned to each vertex (or "supernode") v € Vs.t.:

(1) Node coverage: Every vertex of G is assigned at least one vertex in T

(2) : For every edge e of G, there is a vertex in T that contains both ends of e
(3) : The tree is "attribute-connected"

The width of a tree decomposition is the size of its largest set minus one
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Tree decomposition example 7
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Example by: Markus Krotzsch. "Database theory: Lecture 6: Tree-like Conjunctive Queries." 2016. https://iccl.inf.tu-dresden.de/web/Database_Theory (S52016)/en
Wolfgang Gatterbauer. Principles of scalable data management: https://northeastern-datalab.github.io/cs7240/ 240
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Tree decomposition example 7

Example by: Markus Krotzsch. "Database theory: Lecture 6: Tree-like Conjunctive Queries." 2016. https://iccl.inf.tu-dresden.de/web/Database_Theory (S52016)/en
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Tree decomposition example 7

7 L\
M————-N
~» tree decomposition of width 3

Example by: Markus Krotzsch. "Database theory: Lecture 6: Tree-like Conjunctive Queries." 2016. https://iccl.inf.tu-dresden.de/web/Database_Theory (S52016)/en
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Tree decomposition example 7

D/ E \G

~> tree decomposition of width 2 = treewidth of the example graph

Example by: Markus Krotzsch. "Database theory: Lecture 6: Tree-like Conjunctive Queries." 2016. https://iccl.inf.tu-dresden.de/web/Database_Theory (S52016)/en
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Tree decomposition example 8

Example by: Marx. "Graphs, hypergraphs, and the complexity of conjunctive database queries", ICDT 2017. http://edbticdt2017.unive.it/marx-icdt2017-talk.pdf
Wolfgang Gatterbauer. Principles of scalable data management: https://northeastern-datalab.github.io/cs7240/ 244
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Tree decomposition example 8

Example by: Marx. "Graphs, hypergraphs, and the complexity of conjunctive database queries", ICDT 2017. http://edbticdt2017.unive.it/marx-icdt2017-talk.pdf
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Tree decomposition example 8

A subtree communicates with the outside world
only via the root of the subtree.

Example by: Marx. "Graphs, hypergraphs, and the complexity of conjunctive database queries", ICDT 2017. http://edbticdt2017.unive.it/marx-icdt2017-talk.pdf
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Tree Decompositions (TDs) for CSPs Netice here each vode is a variable
with dowmain of size d (e.9. 3 colors)

TD:

« If two variables are connected in the original
problem, they must appear together (along
with the constraint) in at least one supernode

« If a variable occurs in two supernodes in the TD,
it must appear in every supernode on the path

5 that connects the two (coherence)
« The only constraints between the supernodes
are that the variables take on the same values

Original C5-P3 | Tree decomposition W't.h across supernodes (like semi-join messages
Map-coloring of Australia  supernodes (sets of variables) from Yannakakis)

Translates into|O(W™) |where

is size of constraivts per edge
e Solving CSP on a tree with k variables and domain size m is O(km? /Vl > 5 f cons nrs p 9

e TD algorithm: find all solutions within each supernode, which is (mtw }\Nhere tw is the treewidth (= one

less than size of largest supernode). Recall treewidth of tree is I, Thus complexity 2
e Then, use the tree-structured Yannakakis algorithm, treating the supernodes as new variables...

e Finding a tree decomposition of smallest treewidth is NP-complete, but good heuristic methods exist.

Figures: Fig 6.12 and 6.13 from Russell, Norvig. "Artificial intelligence: a modern approach". 3rd ed, 2010. https://dl.acm.org/doi/book/10.5555/1671238
Wolfgang Gatterbauer. Principles of scalable data management: https://northeastern-datalab.github.io/cs7240/ 247
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Alternative definition of Tree decomposition (TD)

A of graph G(N, E) is atree T(V, F) and a subset
N, € N assigned to each vertex v € V s.t.:

(1) : Every vertex of G is assignhed at least one vertex in T

(2) : For every edge e of G, there is a vertex in T that contains both ends of e
(3) : The tree is "attribute-connected"

The is the size of its largest set minus one

Alternative Definition:

A tree decomposition of graph G(N, E) is a pair (T, y) where T(V,F) is a
tree, and y is a labeling function assigning to each vertex v € I a set of
vertices y(v) € N, s.t. above conditions (2) and (3) are satisfied.

Wolfgang Gatterbauer. Principles of scalable data management: https://northeastern-datalab.github.io/cs7240/ 248
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Outline: T3-2: Cyclic conjunctive queries

* [3-1: Acyclic conjunctive queries
» 13-2: Cyclic conjunctive queries

Woligang Gatlervauer. Prii

2SAT (a detour)

Tree decompositions

Decompositions of hypertrees

Duality in Linear programming (a quick primer)
AGM bound (maximal result size for full CQs)
Worst-case optimal joins & the triangle query
Worst-case optimal joins & the 4-cycle

Optimal joins & the 4-cycle

ICipIes Of scalabie data management: htips://noriheastern-datalab.github.io/cs7240/
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Acyclic Conjunctive Queries
e A for a hypergraph H=(V,E) is a labeled tree T =(N,F,A) such that:

— The nodes of T are formed by the hyperedges. In other words, A: N=E s.t. for each
hyperedge e € E of H, there exists n € N such that e = A(n)

— Foreach node u €V of H, the set{n € N | u € A(n)} induces a connected subtree of T.
(also called: )

Q :- R(XI IZ)I S( V4 )I T( IZ) )I U(ZI IW)I W( IWIu)'
T U(z,p,w)
R [x

~

Z N

U T( Z, ) W( IWIu)
W[u w}

S R(X, /Z) S( ’ )

Wolfgang Gatterbauer. Principles of scalable data management: https://northeastern-datalab.github.io/cs7240/
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Acyclic Conjunctive Queries
e A for a hypergraph H=(V,E) is a labeled tree T =(N,F,A) such that:

— The nodes of T are formed by the hyperedges. In other words, A: N=E s.t. for each
hyperedge e € E of H, there exists n € N such that e = A(n)

— Foreach node u €V of H, the set{n € N | u € A(n)} induces a connected subtree of T.
(also called: running intersection property)

U(z,p,w)

(x| [y N

S R(x,y,2) S(y,p)

Wolfgang Gatterbauer. Principles of scalable data management: https://northeastern-datalab.github.io/cs7240/
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Acyclic Conjunctive Queries
e A for a hypergraph H=(V,E) is a labeled tree T =(N,F,A) such that:

— The nodes of T are formed by the hyperedges. In other words, A: N=E s.t. for each
hyperedge e € E of H, there exists n € N such that e = A(n)

— Foreach node u €V of H, the set{n € N | u € A(n)} induces a connected subtree of T.
(also called: running intersection property)

//\ {lelw}
X

v | N

y / tv,z,p} {p,w,u}

{x,y,z} {y,p}

Wolfgang Gatterbauer. Principles of scalable data management: https://northeastern-datalab.github.io/cs7240/
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Acyclic Conjunctive Queries
e A for a hypergraph H=(V,E) is a labeled tree T =(N,F,A) such that:

— The nodes of T are formed by the hyperedges. In other words, A: N=E s.t. for each
hyperedge e € E of H, there exists n € N such that e = A(n)

— Foreach node u €V of H, the set{n € N | u € A(n)} induces a connected subtree of T.
(also called: running intersection property)

P 3,5,6}
[1 2 | 3 /\
/
y y ) / {2,3,5} {4,5,6}
4 57 6
" {1,2,3} {2,5)
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Cyclic Conjunctive Queries

Hypergraph For gqueries that are ot acyclic, what bounds
can we give on the data complexity of duery
evaluatiow, considering various structural
properties of the query?

q 3 we will see:
o are still a key
D structural criterion for efficiency!
c 7) - But Treewidth by itself is vot a good bound.
H
0 will help ©,

- Reasow: size of database is determived by
number of tuples v not domain size

Wolfgang Gatterbauer. Principles of scalable data management: https://northeastern-datalab.github.io/cs7240/ 282
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Issues with standard Treewidth (TW) for CQs

Treewidth based on graphs.
TW of CQ is TW of its clioue graph (i.e. replace each hyperedge with a clique)

_

a cligue is a graph where where every
vertex is convected to every other vertex

Q(XIyIZIW) . R(XIyIZIW) .

Hypergraph Clique graph
? ?

Treewidth: 7

Wolfgang Gatterbauer. Principles of scalable data management: https://northeastern-datalab.github.io/cs7240/ 283
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Issues with standard Treewidth (TW) for CQs

Treewidth based on graphs.
TW of CQ is TW of its (i.e. replace each hyperedge with a clique)

_

a clique is a graph where where every
vertex is convected to every other vertex

Q(XIyIZIW) . R(XIyIZIW) .

Hypergraph Clique graph
4 )
X Yy
?
Z W
g /

Treewidth: 7
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Issues with standard Treewidth (TW) for CQs

Treewidth based on graphs.
TW of CQ is TW of its clioue graph (i.e. replace each hyperedge with a clique)

a cligue is a graph where where every
vertex is convected to every other vertex

Q(XIyIZIW) . R(XIyIZIW)' .@
Hypergraph Clique graph k \/

4 ) \
X Yy X Y

)H <

Treewidth: 7
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Issues with standard Treewidth (TW) for CQs

Treewidth based on graphs.
TW of CQ is TW of its clioue graph (i.e. replace each hyperedge with a clique)

This is actually the best tree decomposition: Nodes
of a clidque need to appear in the same supervode

Q(XIyIZIW) . R(XIyIZIW) .

Hypertree Clique graph
g A Result lexity bound O (n?)!
X y X Y sulting complexity voun n=)!
‘ ‘ That's a pretty bad bound. We know
k . W Y Z W we can evaluate this duery in O(w).

Treewidth: 3

Wolfgang Gatterbauer. Principles of scalable data management: https://northeastern-datalab.github.io/cs7240/ 286
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ssues with standard Treewidth (TW) for CQs

Q,(x,y,2) :- R(xy), S(y,z), T(x,z). We also know that these +wo

. dueries have different maximal
QZ(XIyIZ) o R(le)l S(ylz)l T(XIZ)I W(X,y,Z). O(A"'P(/ﬁ' 5“2)63: O(w\.';) VS, O(Vl)\

But TW canvot distivguish them @

H, Clique graph

e

Wolfgang Gatterbauer. Principles of scalable data management: https://northeastern-datalab.github.io/cs7240/ 287
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ssues with standard Treewidth (TW) for CQs

Q,(x,y,2) :- R(xy), S(y,z), T(x,z). We also know that these +wo

. dueries have different maximal
QZ(XIyIZ) o R(le)l S(ylz)l T(XIZ)I W(X,y,Z). ODH'P(/H’ SiZJCSI O(Vl'\s) VS, O(V])\

But TW canvot distivguish them @

\?(S />< ~/ %
H, Clique graph
Vs /y\ pu
o/ N2 s
T Same cligue graph. Therefore:
— same TW 2.

— same complexity bound O(m¥%)

Wolfgang Gatterbauer. Principles of scalable data management: https://northeastern-datalab.github.io/cs7240/ 288



https://northeastern-datalab.github.io/cs7240/

"Query decomposition” [Chekuri, Rajaraman'97]

QUERY DECOMPOSITION
Tree decomposition with coherence conditions on both:
1) variables and 2) atoms.

in a supernode

A query decomposition of Q is a tree T =([,F), with a set X (i) of subgoals and
arguments associated with each vertex i€/, such that the following conditions are
satisfied:

e For each subgoal s of Q, there is an i €7 such that s € X (7).
e For each subgoal s of Q, the set {ie/ | s€ X (i)} induces a (connected) subtree

of T.

e For each argument 4 of Q, the set

{iel |AeX(i)}U{iel | A appears in a subgoal s such that s € X(i)}

induces a (connected) subtree of 7.
The width of the query decomposition is max,c; |[X(¢)|. The query width of Q is
the minimum width over all its query decompositions.

Chekuri, Rajaraman. "Conjunctive query containment revisited", TCS 2000. https://doi.org/10.1016/50304-3975(99)00220-0 (ICDT'97 conference paper, ICDT'16 test-of-time award)
Wolfgang Gatterbauer. Principles of scalable data management: https://northeastern-datalab.github.io/cs7240/ 289
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Important Observation 1

"Query decomposition” as defined by
Some decomposition [Chekuri, Rajaraman'a?] is +oo strict
| about atoms veeding to be convected

R(1,2,3), S(4,5,3) and atoms vot allowing projections

1(1,4,6), U(2,5,6)

- — This decomposition would not possible
R(1, 7) for origival "query decomposition”

B(1,7) tR7)

-

Adopted from an example by Georg Gottlob
Wolfgang Gatterbauer. Principles of scalable data management: https://northeastern-datalab.github.io/cs7240/
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Im portant Observation 1 Here the reuse of R(1,2,3) is harmless: we

could have added an atomR(A,2,_) here

Some decomposition without changing the dquery.
R(1,2,3), 5(4,5,3) @ Ldea
as long as
the full atom appears somewhere else.

1(1,4,6), U(2,5,6)

R(1,2, ), A(6,7) ‘

/\ This leads +o "

3(1;7) C(2L7) " which define coherewce owly
based on variables, ot atoms, More liveral
thav "duery decomposition”, and thus cav give
tighter bounds.

Adopted from an example by Georg Gottlob
Wolfgang Gatterbauer. Principles of scalable data management: https://northeastern-datalab.github.io/cs7240/ 291
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Important Observation 2 | |
One can avoid NP-hardvess of findivg a

mivimal size decomposition by adding av

N\ additional .

(R(1,2,3,4,5)) This leads to "

S(6,2,4,7,6), T(3,5,8,11,12)

=

R(,2,3,_,_), U(7,8,9) \R@V({,IZ)

A(2,9) B(3,9) C(4,0), D(6,_,0) E(5,0)
F(4,6,13) G(4,6,14)
Adopted from an example by Georg Gottlob
292
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Important Observation 2

One can avoid NP-hardvess of findivg a
mivimal size decomposition by adding an
additional syntactic "descendant condition”,

R(1,2,3,4,5) This leads +o "ypertree decompositions”

S(6,2,4,7,6), T(3,5,8,11,12)

tach variable that

disappears at some

\ node, does ot reappear

R(_2,3,_,_),U(7,89) | ,/ |R(%22,45),V(6,0,12)] in the subtree rooted

SN

A(2,9) B(3,9)

Adopted from an example by Georg Gottlob

= ,5

/ 71 1 \
/ / \ \ o at that node

/| c(4,0), D(6, ,0) E(5,0)

F(4,6,13) G(4,6,14)

— — — — — — — — — — — — — — — — — — — — — — —

Wolfgang Gatterbauer. Principles of scalable data management: https://northeastern-datalab.github.io/cs7240/
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HYPERTREE DECOMPOSITIONS AND TRACTABLE QUERIES *

Georg Gottlob Nicola Leone

Inst. fiir Informationssysteme Inst. fiir Informationssysteme
Technische Universitat Wien  Technische Universitat Wien
A-1040 Vienna, Austria
leone@dbai.tuwien.ac.at

A-1040 Vienna, Austria
gottlob@dbai.tuwien.ac.at

Abstract

Several important decision problems on conjunctive queries
(CQs) are NP-complete in general but become tractable,
and actually highly parallelizable, if restricted to acyclic
or nearly acyclic queries. Examples are the evaluation of
Boolean CQs and query containment. These problems were
shown tractable for conjunctive queries of bounded treewid*h
[9], and of bounded degree of cyclicity {24, 23]. The so for
most general concept of nearly acyclic queries was the notion
of queries of bounded query-width introduced by Chekuri
and Rajaraman [9]. While CQs of bounded query-width are
tractable, 1t remained unclear whether such queries are e’-
ficiently recognizable. Chekuri and Rajaraman [9] stated
as an open problem whether for each constant k it can be
determined in polynomial time if a query has query width
< k. We give a negative answer by proving this problem NP-
complete (specifically, for k = 4). In order to circumvent this
difficulty, we introduce the new concept of hypertree decom-
position of a query and the corresponding notion of hyper-
tree width. We prove: (a) for each k, the class of queries with
query width bounded by k is properly contained in the class
of queries whose hypertree width is bounded by k; (b) un-
like query width, constant hypertree-width is efficiently rec-

ognizable; (c) Boolean queries of constant hypertrce-width
can pbe emciently evaluated.

Francesco Scarcello
ISI-CNR
Via P. Bucci 41/C
[-87030 Rende, Italy

scarcello@si.deis.unical.it

Definition 3.1 A hypertree degomposition of a conjunctive
query () is a hypertree (7', x, X) for Q which satisfies all the
following conditions:

1. for each atom A
such that var(

toms(Q), there exists p € vertices(T')
C x(p);

2. for each varidble Y € var(Q), the set {p € vertices(T)
s.t. Y € x{p)} induces a (connected) subtree of T';

3. for egch vertex p € vertices(T), x(p) C var(A(p));

4. for each vertex p € vertices(T'), var(A(p)) N x(Tp) C
x(p)-

A hypertree decomposition (T, x,A) of @ is a complete
decomposition of @ if, for each atom A € atoms(Q), there
exists p € wvertices(T) such that var(A) C x(p) and A €
Alp)-

The width of the hypertree decomposition (T, x,A) is
MATpevertices(T)|A(P)|- The hypertree width hw(Q) of Q is
the minimum width over all its hypertree decompositions.

Source: Gottlob, Leone, Scarcello. "Hypertree decompositions and tractable queries." PODS 1999. https://doi.org/10.1145/303976.303979
Wolfgang Gatterbauer. Principles of scalable data management: https://northeastern-datalab.github.io/cs7240/
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Hypertree decomposition: full example

Hypergraph Tree decomposition

! A 1,2,3,6
1,3,4,6,0
[ e
5 3,4,6,9,0
D
7 8 4,6,8,9,0
C G
H 4,5,6,7,8,0
O V4 7Y 2>

How +o check that this is 9.
a Valid tree decomposition? =

Example adopted from: Markus Krotzsch. "Database theory: Lecture 6: Tree-like Conjunctive Queries." 2016. https://iccl.inf.tu-dresden.de/web/Database_Theory (S52016)/en
Wolfgang Gatterbauer. Principles of scalable data management: https://northeastern-datalab.github.io/cs7240/ 295
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Hypertree decomposition: full example

Clique graph of Hypergraph Tree decomposition
(also primal or Gaifman graph)

2

1,2,3,6 TREE DECOMPOSITION

: For every edge
e of G, there is a vertex in
34 0 T that contains both ends of e

2. Coherence
7 4,6,8,9,0
4,5,6,7,8,0

What is i+s width 7P

1,3,4,6,0
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Hypertree decomposition: full example s g o
vl <Y

Clique graph of Hypergraph Tree decomposition o
(also primal or Gaifman graph) RIRE
2
1,2,3,6 TREE DECOMPOSITION
13460 1. Edge coverage: For every edge
Y e of G, there is a vertex in
34600 T that contains both ends of e
2. Coherence
7 4,6,8,9,0
456780 guarantees evaluation in O(m®)
— where m is the domain size or O(n?)
. where v is size of largest relatiow
tree width = 5.

= size of largest supernode - 1
297
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Hypertree decomposition: full example

Hypergraph Tree decomposition
(width 5)
1 A
1,2,3,6 TREE DECOMPOSITION (ALTERNATIVE)
: For
1,3,4,6,0
< every hyperedge h of H,
\ 34690 there is a vertex in T that
D N T contains all its variables
7 ;%(8,9)0 2. Coherence
C G <=
i 7,8,0
0 121 1% identical definition, because:

* hyperedge = clique n clique graph
« each clique vneeds to be contained v
one supervode of the TD
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Hypertree decomposition: full example

Hypergraph Tree decomposition Generalized hypertree decomp.
(width 5) (width 2)
A 1,2,3,6 A{1,2}, F{2,3,6)
1,3,4,6,0 C{1,4,0}, F{2,3,6}
4| 8
5 3,4,6,9,0 B{4,5,6}, H{3,9,0}
D
7 8 4,6,8,9,0 C{,4,0}, E{6,8,9}
C G
> el 45,6,7,8,0 B{4,5,6}, G{7,8,0)

wWhy is this a valid "geweral. .
hypertree decomposition” .
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Hypertree decomposition: full example

Hypergraph Tree decomposition Generalized hypertree decomp.
(width 5) (width 2)
1 A
GENERALIZED HT DECOMP. A{1,2}, F{2,3,6}
: For
every hyperedge h of H, C{1,4,0}, Fi2,3,6}
< there is a vertex in T that
= contains all its variables B{4,5,6}, H{3,9,0}
7 8 C{+,4,0}, E{6,8,9
- G {,4,0}, £{6,8,9}
O H B{ 7= }) G{71810}

Basically idewtical to tree decomposition.
Just +he width measure is different!
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Hypertree decomposition: full example

Hypergraph Tree decomposition Generalized hypertree decomp.
(width 5) (width 2)
GENERALIZED HT DECOMP. A{1,2}, F{2,3,6}
: For

C{1,4,0}, F{2,3,6}

every hyperedge h of H,
there is a vertex in T that
contains all its variables

B{4,5,6}, H{3,9,0}

C{%,4,0}, E{6,8,9}

B{4,5,6}, G{7,8,0}

Basically identical to tree decomposition.
Just +he width measure is different!
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Hypertree decomposition: full example

Hypergraph Generalized hypertree decomp.
(width 2)
1 A
GENERALIZED HT DECOMP. A{1,2}, F{2,3,6}
: For
every hyperedge h of H, C{1,4,0}, F2,3,6}
4 B . :
< there is a vertex in T that
D5 contains all its variables B{4,5,6}, H{3,9,0}
7 8 C{+,4,0}, E{6,8,9
- G {¢,4,0}, E{6,8,9}
- " B{4,5,6}, G{7,8,0)
Is this a valid f?
"nypertree decomposition”
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Hypertree decomposition: full example

Hypergraph Generalized hypertree decomp.
(width 2)
1 A
HT DECOMP. A{1,2}, F{2,3,6}
: For
every hyperedge h of H, C{1,4,0}, FH2,3,6}
Q B . .
there is a vertex in T that
D5 contains all its variables Bi4,5,6} H{3,9,0}
7 8 C{#£,4,0}, E{6,8,9}
C G /{/i
H
0 - Variables projected away /é{}lv, ,6}, G{7,8,0}
from a hyperedge can //
A condition to limit+ +the search not reappear in the > 9ot projected away,

space of valid HD decompositions HTES eI but reappears below
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Hypertree decomposition: full example

Hypergraph
! A HT DECOMP.
: For
every hyperedge h of H,
q B . .
there is a vertex in T that
D5 contains all its variables
7 8
C G
H
0 Variables projected away
from a hyperedge can
not reappear in the
subtree below

Hypertree decomposition

A{l1,2}, C{1,4,0}, F{2,3,6}

B{4,5,6}, D{5,7}, E{6,8,9},
G{7,8,0}, H{3,9,0}

Wolfgang Gatterbauer. Principles of scalable data management: https://northeastern-datalab.github.io/cs7240/
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Hypertree decomposition: full example s

|
Hypergraph Hypertree decomposition
(width ?7?7?)
A A{1,2}, C{L,4,0}, F{2,3,6}
B{4,5,6}, D{5,7}, E{6,8,9},
q ° G{7,8,0}, H{3,9,0}
5
D
7 8 wWhat should be the "wid+ih"
c 6 | of this HTD, i.e. what is +he

0 complexity of materializing
this last supervode ?
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Hypertree decomposition: full example

Hypergraph Hypertree decomposition
(width ?7?)

A{l1,2}, C{1,4,0}, F{2,3,6}

B{4,5,6}, D{5,7}, E{6,8,9},
B(4,5,6)MG(7,8,0)>I><(3,9,0) &(7.8.0). H{3.9.01

Notice that 3 relations alowe "cover" all the variables.
The join cav ovly be a subset of those tuples.

([(B(4,5,6) x G(7,8,0)) = H(3,9,0)]«—— O(n?)
xD(5,7)) XE(6,8,9)

n... maximal size of relations
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Hypertree decomposition: full example

Hypergraph Hypertree decomposition
(width 3)

C,F:{1,2,3,4,6,0}

BMGMH BIGIH:{3I415I6I7I81910}

With of HTD :%axivml width of any super vode.
With of supervode = mivimal number of relations
to cover all variables. Here covered by BeGeH

Results in a modified database and wodified acyclic
auery. Thew perform Yawnakakis: O(w3)
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Hypertree Decompositions: A Survey

Georg Gottlob!, Nicola Leone?, and Francesco Scarcello?

descendent condition
generalized. For instance, let us define the /\x@f generalized hypertree de-

composition by just dropping condition®l from the definition of hypertree de-
composition (Def. 11). Correspondingly, we can introduce the concept of gen-
eralized hypertree width ghw(H) of a hypergraph H. We know that all classes
of Boolean queries having bounded ghw can be answered in polynomial time.
But we currently do not know whether these classes of queries are polynomially
recognizable. This recognition problem is related to the mysterious hypergraph

Source: Gottlob, Leone, Scarcello. "Hypertree decompositions: a survey." MFCS 2001. https://dl.acm.org/doi/10.5555/645730.668191
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Hypertree width and related hypergraph invariants

Isolde Adler?, Georg Gottlob®, Martin Grohe®

European Journal of Combinatorics 28 (2007) 2167-2181

gshw(H) <hw(H) <tw(H) + 1.
‘hw(H) <3-ghw(H) + 1

Source: Adler, Gottlob, Grohe. "Hypertree width and related hypergraph invariants." European Journal of Combinatorics 2007 (EuroComp 2005). https://doi.org/10.1016/j.ejc.2007.04.013
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Generalized Hypertree Decompositions:
NP-Hardness and Tractable Variants

Georg Gottlob Zoltan Miklés Thomas Schwentick
University of Oxford University of Oxford and Universitat Dortmund
Computing Laboratory Technische Universitat Wien Lehrstuhl Informatik |
georg.gottlob@ zoltan.miklos@ thomas.schwentick@
comlab.ox.ac.uk comlab.ox.ac.uk udo.edu
ABSTRACT

The generalized hypertree width GHW (H) of a hypergraph
H is a measure of its cyclicity. Classes of conjunctive queries
or constraint satisfaction problems whose associated hyper-
graphs have bounded GHW are known to be solvable in
polynomial time. However, it has been an open problem
for several years if for a fixed constant k and input hyper-
graph H it can be determined in polynomial time whether
GHW (H) < k. Here, this problem is settled by proving
that even for kK = 3 the problem is already NP-hard. On

Source: Gottlob, Miklos, Schwentick. "Generalized Hypertree decompositions: NP-hardness and tractable variants.", PODS 2007. https://doi.org/10.1145/1265530.1265533
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