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"Principles of Scalable Data Management"

Our intention it to build solid foundations and look at the algorithmic principles

Relational databases (and related 
technologies) are the core technology 
used for managing data at scale
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What are the fundamental algebraic properties that allow algorithms to scale to large 
amounts of data? How to apply these principled to new data management problems?
• Inconsistencies & Trust
• Provenance & Explanations
• Uncertainty ("Probabilistic data")
• Graphs & Linear Algebra 

• PhD, Computer Science, Vienna University of Technology (2007)
• PostDoc, Database Group, University of Washington (2011)
• Assistant Professor, Tepper School of Business @ CMU
• At Khoury since 2017

Combining theory with database systems

Background of instructors: Wolfgang Gatterbauer
Background
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Let's take turns

We call your name, please succinctly state:
1. What do you hope to get out of this course J
2. What is your biggest fear for this course L
3. Something interesting/ surprising about you

This helps us get to know each other better / helps me 
understand your goals and expectations for the course
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Foundations
of relational databases
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Some "birth-years". When was SQL born?

• 2004: Facebook

• 1998: Google
• 1995: Java, Ruby
• 1993: World Wide Web
• 1991: Python

• 1985: Windows
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Disruptive Innovation • Disruptive innovations are generally 
not acceptable for the mass market 
when they are introduced. Only the 
fringes of the market pick up the 
innovation in the first iteration

• It performs worse in one or more 
areas, but is typically simpler, more 
reliable, or more convenient than 
existing technologies.

• It is less profitable than existing 
technologies. Leading firms' most 
profitable customers generally can't 
use it and don't want it.

• As the innovator continues to refine 
their product the utility value to the 
market increases

• Its performance trajectory is steeper 
than that of existing technologies.

• Large organizations are 
fundamentally incapable of 
successfully bringing it to market.

Source: Compiled from “The Innovator’s Dilemma” by Clayton Christensen, 1997.

Sustaining technology: Listen to customers
Disruptive technology: Not market-driven!
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iPhone: Disruptive Innovation or not?

Source: http://www.youtube.com/watch?v=eywi0h_Y5_U , http://www.asymco.com/2012/01/16/apple-is-the-top-personal-computer-vendor/

2: Laptops1: "Business Phones"
Microsoft in 2007

http://www.youtube.com/watch?v=eywi0h_Y5_U
http://www.asymco.com/2012/01/16/apple-is-the-top-personal-computer-vendor/
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What keyboards without keys can do...

Sources: https://en.wikipedia.org/wiki/Swype, https://en.wikipedia.org/wiki/SwiftKey

In Feb 2016, 
SwiftKey was 
purchased by 
Microsoft, for 
250 M$

https://en.wikipedia.org/wiki/Swype
https://en.wikipedia.org/wiki/SwiftKey
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The keyboard of the future?

Sources: http://www.wired.com/2014/06/siri_ai/

http://www.wired.com/2014/06/siri_ai/
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Keyboards? Do we need text to communicate?

Sources: http://www.buzzfeed.com/benrosen/how-to-snapchat-like-the-teens (2/2016)

http://www.buzzfeed.com/benrosen/how-to-snapchat-like-the-teens
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What is this?

Source: http://pluggedin.kodak.com/pluggedin/post/?id=687843

(1975)

http://pluggedin.kodak.com/pluggedin/post/?id=687843
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SQL: some history

• Dr. Edgar Codd (IBM)
- CACM June 1970: "A Relational Model of 

Data for Large Shared Data Banks"
http://seas.upenn.edu/~zives/03f/cis550/codd.pdf

• Standardized
- 1986  by ANSI: SQL1
- 1992: Revised: SQL2

• Approx 580 page document describing syntax and semantics
- Revised: 1999, 2003, 2008, ...

• Players
- Oracle (Relational Software), Microsoft, IBM, ….

• Every vendor has a slightly different version of SQL
• But the main commands are standardized

http://seas.upenn.edu/~zives/03f/cis550/codd.pdf
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Codd's (disruptive ?) 
innovation

Source: EF Codd, "A Relational Model of Data for Large Shared Data Banks"
https://scholar.google.com/scholar?cluster=1624408330930846885

https://scholar.google.com/scholar?cluster=1624408330930846885
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SQL and the relational model as standard

Source: "Information Systems: A Manager’s Guide to Harnessing Technology (book v1.4)," p.185, Gallaugher, 2012.
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Evolution of Sharks

Source for picture on the right: http://themetapicture.com/evolution-it-makes-you-lose-friends/

Hybodus sp. 
(~ 180 million years ago)

Xenacanthus 
(~ 280 million years ago)

http://themetapicture.com/evolution-it-makes-you-lose-friends/
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Four Turing Award Winners

Charles 
Bachmann

1973

Edgar 
Codd
1981

Jim
Gray
2004

Seminal contributions made in Industry

Michael
Stonebraker

2014



22

Some example highlights
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Joins in databases

Efficient multi-way join processing

Q(x,y,z) = R(x,y), S(y,z), T(z,x)

Three plans
• (R ⋈ S) ⋈ T
• (S ⋈ T) ⋈ R
• (T ⋈ R) ⋈ S

R S

y = y
T

x = x
z = z

Can we do better? J

Q
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Q∆ = R(A,B) ⋈ S(B,C) ⋈ T(A,C)
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Query (hyper)graph Tree decomposition

Query plans (correspond to variable 
elimination orders)
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Q∆ = R(A,B) ⋈ S(B,C) ⋈ T(A,C)
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Generalizing Dynamic Programming

• DP: solves optimization problems that show the "optimal 
subproblem property":
- an optimal solution for the problem needs to include optimal solutions to 

any subproblem
- Forward pointer: algebraic properties that allow such "factorization"

• Assume you don't just want to find the optimal solution = top-1
- But you want to enumerate all solution. First best (top-1), then 2nd best, 

then 3rd, etc.
• Can you do this in an "optimal time"? How do define "optimal"?
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Parallel query processing by example: An Algorithm

• Stand up and think of the number 1
• Pair off with someone standing, add your numbers together, and 

take the sum as your new number
• One of you should sit down; the other should go back to step 2
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Parallel query processing: Scalability

log n

n

size of problem

tim
e 

to
 so

lv
e Note and we come back to this later: you 

performed some variant of message passing!
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Graphs (Matrix Algebra)
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"How close" is each node to node 4?

-> "Personalized PageRank" Linear algebra J
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A problem where algebra give surprising speed-ups

• undirected graph W
• seed labels
• compatibilities H
• remaining labels

Given:

Find:

Prob 2: Learning & prop. compatibilities

Given

Find

Prob 1: Propagating arbitrary compatibilities

?

? ?

?

?
?

?

?
?

Compatibilities

Σ=1

0.2 0.6 0.2
0.6 0.2 0.2
0.2 0.2 0.6

𝐇= 

No more heuristics!

Graph & seed labels
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What is the overhead of compatibility estimation?

Propagation scales linearly with 
graph size (number of edges)
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What is the overhead of compatibility estimation? Basically for free!

Our estimation is *faster* then 
inference (> 10 times faster)

Propagation scales linearly with 
graph size (number of edges)

Learning commonly uses inference 
as subroutine (> 102 times slower)

It is basically for free. No more need 
for heuristics or domain experts!
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"Factors"

Course Lecturer Book

cs3200 Renee Complete book

cs3200 Wolfgang Complete book

cs3200 Renee Cow book

cs3200 Wolfgang Cow book

Assume for each course, we can independently choose a lecturer 
and a book. Can we represent this table more compactly?

Classes

Course Lecturer

cs3200 Renee

cs3200 Wolfgang

Lecturer
Course Book

cs3200 Complete book

cs3200 Cow book

Book

=
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How to deal with cut-offs when binning

• These are the true points that you 
would get if you could run the 
experiments long enough. 
- Assume loglog scale

• However, we can't and thus in 
practice cut-off the experiments after 
some time.

• There is an overall trend, yet some 
variation for each experiment. We 
would still like to capture the trend 
with some smart aggregations

Time 
cut-off

Size

Time
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How to deal with cut-offs when binning

• Here is what the aggregate would 
look like like if we could get all points 
and then aggregated for each size

Time 
cut-off

Size

Time
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How to deal with cut-offs when binning

• Here is what happens if we throw 
away all those points that take longer 
than the cut-off, and only average 
over the "seen points"

• What would you do?
Time 
cut-off

Size

Time
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Logistics



44Source: https://northeastern-datalab.github.io/cs7240/sp21/

https://northeastern-datalab.github.io/cs7240/sp21/


45Source: http://5.mshcdn.com/wp-content/gallery/the-year-2000-as-imagined-in-1900/future.jpg

The year 2000 imagined in 1900

http://5.mshcdn.com/wp-content/gallery/the-year-2000-as-imagined-in-1900/future.jpg
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Lectures are not recorded

Source: https://www.nytimes.com/2020/09/07/opinion/remote-school.html

https://www.nytimes.com/2020/09/07/opinion/remote-school.html
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A suggestion on how to best use class time!

• It is ok to make mistakes in class. Making mistakes in class is the best thing 
that can happen to you. You learn and will never make it again.
- "Create a Culture in Which It Is Okay to Make Mistakes and Unacceptable Not to Learn 

from Them" ... "Recognize that mistakes are a natural part of the evolutionary process." 
... "Don’t feel bad about your mistakes or those of others. Love them!"
Ray Dalio. Principles. 2017

Source: https://www.principles.com/

https://www.principles.com/
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Why I don't post slides *before* lecture

Source: ”Thinking Physics: Understanding Practical Reality”, Lewis Carroll Epstein, 1979-2009.  http://www.amazon.com/Thinking-Physics-Understandable-Practical-Reality/dp/0935218084

...

From the Preamble of one of the best physics books: „How to read this book“

...

http://www.amazon.com/Thinking-Physics-Understandable-Practical-Reality/dp/0935218084


49

The "Surfer Analogy" for time management

Source: http://stwww.surfermag.com/files/2013/10/Yak_Charlie-970x646.jpg

http://stwww.surfermag.com/files/2013/10/Yak_Charlie-970x646.jpg
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Other Thoughts

• Active participation is important in this class. If you spot any errors 
or inconsistencies across slides/web page, typos (even if minor) do 
let me know! I appreciate

• Please keep your webcams on
• You can check last year's slides (topics 1-2 are online), but they will 

be updated this year
• Project topics: do look also through the topics later in class
- Individual project (except in rare circumstances)
- But you should work together on everything else in the class!
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Study groups are great for learning material!

• "... The groups of students who were doing best spontaneously 
formed study groups... 

• Students who were not doing as well tended to do as the instructor 
suggested-study two hours out of class for every hour in class-but 
did it by themselves with little social support...

• ... even well-prepared students (high math SATs) are often 
disadvantaged by high school experiences that lead them to work 
alone."

Source: Craig Nelson, Dysfunctional Illusions of Rigor: Part 1 - Basic Illusions, http://cgi.stanford.edu/~dept-ctl/tomprof/posting.php?ID=1058

http://cgi.stanford.edu/~dept-ctl/tomprof/posting.php?ID=1058
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Tools

• Website: calendar, links to optional readings
• Piazza: discussions, follow-up instructions beyond web page
• Overleaf & Latex: used for project deliverables (optional scribes)
• PowerPoint Office 365: recommended for scribes ("illustrations")
• Canvas: copies of some papers, due dates calendar, links to other 

tools (Zoom, Piazza, Gradescope)
• Gradescope: submissions of homeworks

Let's look through the website (project topics)


