
Neural Argument Generation 
Augmented with Externally 
Retrieved Evidence
Presented by Derek Joyce, Matthew 
Monjarrez, and Noah Lee

Xinyu Hua and Lu Wang
Association for Computational Linguistics, 2018



Research Question 
& Motivation

How can we automatically generate arguments of a 
different stance for a given statement?

● Argumentation is crucial in communication. 
○ We want to avoid biased perception and 

uninformed decisions.  

● Persuasion is complicated. 
○ Being informative is already non-trivial, not to 

mention being persuasive.



Prior & Related 
Work

● Argument Component Detection 
○ Evidence detection [Rinott et al, 2015]
○ Classification of types of supports [Hua and 

Wang, 2017]  
● Argument and Evidence Retrieval 

○ Argument search engine [Wachsmuth et al, 2017; 
Stab et al, 2018]  

● Argument Component Generation 
○ Retrieval based argument generation [Sato et al, 

2015] 
○ Argument strategy based generation [Zukerman 

et al, 2000]
● Argument Generation with Retrieval, Planning, 

and Realization [Hua, Hu, Wang, 2019]



Goal ● Design a counterargument using external 
evidence (Wikipedia)

● Challenges: 

1. Understanding the topic and stance 

2. Application of common sense knowledge 

3. Generating arguments in natural language 
texts



Data ● Use of r/ChangeMyView
● Posts from Jan 2013 - Jun 2017
● Political topics



The Model
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Query Extraction

Construct one query per sentence using 
topic signature words and search for 
relevant Wikipedia articles.



Evidence Retrieval

Sort the retrieved articles for the top 10 
sentences by the TF-IDF metric.



Input Encoding

- Uses a bidirectional LSTM to encode the input.
- Pre-trained with 200 dimensional GloVe embeddings.



Keyphrase Decoding

- Uses a unidirectional LSTM
- Extracts noun phrases and verb 

phrases
- Length of keyphrases between 2 and 

10 words
- Contains not many “stop” words



Argument Decoding

- Decoder is initialized with the last 
hidden state from the encoder or the 
keyphrase decoder

- An attention mechanism over the 
input and generated key phrases is 
used
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Dataset - Training Set: 224,553 examples 
(9,737 Original Posts)

- Validation Set: 13,911 examples (640 
Original Posts)

- Testing Set: 30,417 examples (1,892 
Original Posts)



Baseline & Comparisons

- Retrieval
- Seq2Seq
- Seq2Seq + encode evd
- Seq2Seq + encode keyphrases
- Decoder - Separate
- Decoder - Shared
- Decoder - Separate + attend KP
- Decoder - Shared + attend KP
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System vs. Oracle Retrieval

- In the System setup, evidence can only be retrieved based on the input 
statement

- In the Oracle setup, human arguments are also used to retrieve evidence



Results

- Use of both automatic and manual evaluation methods

- Automatic evaluation performed with existing metrics and a novel technique

- Manual evaluation performed using human subjects



BLEU

- Goal: the closer the machine translation is to something that a human 
would output the better

- Scored against gold-standard translations (in this case human generated 
arguments).



METEOR

- Designed to address issues with the BLEU metric. 
- Has a focus on precision and recall

- Compare with BLEU’s focus on accuracy
- The more in common a machine translation with a provided human 

one, the higher the score.



Automatic Evaluation

- The new models all achieve 
higher BLEU scores than any 
other method.

- Retrieval has the highest METEOR 
scores. Why?

- The retrieval method yields 
extremely long results, 
which “match” easier with 
gold-standard translations.

- System retrieval had the highest 
BLEU scores because it produces 
more BLEU-favoring generic 
arguments



Novel Evaluation Method

- As we have seen, existing evaluation methods tend to favor generic arguments. 
- However we contend that more specific arguments are more interesting.
- Solution: Train a model that scores topic relevance

- Pair of OP and argument fed into the model. Trained on CMV data as gold 
standard.

 



Novel Evaluation Method

- When scored on topic relevance, 
our models score higher than 
other techniques.

- 29 common generic responses 
were chosen (such as “I don’t 
think so”).

- Over 75% of seq2seq 
outputs contained a generic 
response compared to 16% 
of the newer models output.



Human Evaluation

- Hire three trained human judges.
- They will score results on grammaticality, informativeness, and relevance on a scale 

of 1 to 5. 



Conclusion

- Both automatic and human evaluation methods score our novel argument generation 
higher than popular existing seq2seq methods.

- Thank you for listening!
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